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Executive Summary 

Cloud Computing is among the most rapidly adopted technologies by private companies and large Public 

Administrations.  Despite the huge exposure, the vagueness of the term “cloud” and the lack of 

measurable data on the real economics of cloud usage makes it difficult to create a sensible model to 

evaluate whether a transition to a cloud environment makes sense for research organizations. 

We have thus identified a set of specific aspects that introduce differences in the adoption and 

management economics of cloud compared to traditional clusters, grids and other research-oriented IT 

infrastructure.  Those aspects have been applied to a set of models that take into consideration the use of 

private clouds in addition to the more common scenario of public clouds, deriving some potential 

recommendations for use in research applications, especially for the “IaaS”—Infrastructure as a Service—

approach, that is currently dominating.  

Among the recommendations and findings: 

• Clouds in general provide a potential increase in flexibility and reduction of management 

costs for varying workloads, especially for “desktop computing”, workloads that require no 

or little preservation after the end of the experiment or for jobs that may be repeated 

frequently. The “self-service” model is in particular one of the most cited advantages of the 

cloud model for scientists and researchers, along with the flexibility in selecting the most 

appropriate software stack for performing the research tasks among the large (and 

growing) library of software components that are publicly available.  This flexibility is 

especially visible in fast-changing environments, where traditional cluster installations may 

be slow in updating compilers, libraries and in the adoption of last-generation programming 

paradigms like Hadoop.  This advantage is not related to where the processing happens, 

and is evident in private as well as public clouds; 

• Moving to an infrastructure that is based on reusable virtual machines increases initially the 

effort necessary to prepare and run jobs on a cloud, when compared to a more constrained 

cluster environment where the majority of the management effort has been already 

performed by system administrators.  However, the relative standardization among 

hypervisors and the reliance on open source libraries and tools provides the opportunity for 

large scale collaboration among researchers and institutions, creating libraries of reusable 

“active components” embedded in VMs that can be reused more or less like black boxes, 

already adapted to a cloud environment and its properties; 

• Public clouds provide a substantially neutered and abstract machine model that can have 

substantial differences in terms of performance when compared to the hardware that can 

be provisioned internally.  This “equivalence paradox” requires special attention—especially 

with workloads that may be latency sensitive like MPI jobs, or with strict I/O requirements.  

While this is not a generalized observation, in some instances there may be substantial 

differences in the performance of virtualized instances within public clouds—both within 

different jobs, and even in the context of the same job—introducing a variability that must 

be taken into consideration when comparing execution economics.  A common error, in this 

sense, is comparing a generic cpu/hour cost per core between an internally provisioned 

hardware system and an external public cloud: the comparison is in many instances biased 

by a factor 2 to 10. 
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• In the majority of submitted jobs storage is not a parameter that changes in a major way 

the economics of cluster versus clouds.  However, the lack of tuned parallel file systems in 

public cloud environments can be a major factor both in terms of VM engineering and 

performance wise; 

• While limited in adoption at the moment, higher-abstracted services like PaaS and SaaS may 

introduce substantial savings through the reduction of management and setup costs.  An 

example can be found in the Hadoop-based MapReduce services offered by several 

commercial companies; the use of abstracted services is expected to be leveraged by newly 

developed applications—which means that it will still require some time before maturity. 

As a general observation we can certainly identify public cloud computing as a relevant and potentially 

important tool for a large percentage of research jobs, especially with short temporal execution or that 

require substantial variability, in institutions that do have limited internal computing resources configured 

in the traditional cluster model.  For institutions that already do have internal IT resources or that have a 

certain degree of flexibility in managing said resources, a partial or total conversion of traditional cluster 

and grids into private clouds may provide most of the same advantages that may be obtained through 

public clouds (namely flexibility, fast experiment turnaround, access to pre-existing and modern software 

libraries) along with an overall lower computational cost—even taking into account management costs 

and the up-front effort for creating a suitable VM environment. 

The use of standards-based private cloud infrastructures may also provide the needed flexibility in case of 

jobs that exceed available resources through cloud bursting (the use of external public clouds for the 

exceeding capacity) or by pooling individual institutional private clouds into a federated cloud that can 

provide the necessary resources in a federated way, following the extremely successful approach already 

in use for GRIDs.  
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1 Cloud economics: a survey 

1.1 Introduction to cloud computing: what cloud are we looking at? 

There are few terms that are so widely used and at the same time so vaguely defined.  Ian Foster with 

great humour pointed out that according to the dictionary one of the meaning of the word cloud is “to 

make obscure or indistinct; confuse” [1].  In the last few years, “cloud” has been used as an attribute of 

traditional ERP systems that can provide HTML output, to online storage systems, Infrastructure-as-a-

service or remote terminal access services.  No company or service provider seems privy to demonstrate 

cloud capabilities, or to be left behind this seemingly sweeping tide that is changing IT infrastructures in 

any market.  The reality is much simpler: “cloud” is a term that defines services—of varying abstraction 

level—that can be provided through a network, scalable, self-service, flexible and measured [2].  There is 

no implicit definition of how access is mediated (despite its widespread use, HTML is not a defining part of 

it) but the essential point is that it provides an inherent flexibility in how the service is provisioned, 

consumed and commissioned.  NIST recently presented a final version of their definition of what is cloud 

computing [3] that will be used as a basis here as well: 

• On-demand self-service: A user can unilaterally provision computing capabilities, such as 

server time and network storage; 

• Broad network access: Capabilities are available over the network and accessed through 

standard mechanisms; 

• Resource pooling: The provider’s computing resources are pooled to serve multiple users 

using a multi-tenant model, with different physical and virtual resources dynamically 

assigned and reassigned according to user demand; 

• Rapid elasticity: Capabilities can be elastically provisioned and released, in some cases 

automatically, to scale rapidly outward and inward commensurate with demand; 

• Measured service: Cloud systems automatically control and measure the requested 

resources and their consumption. 

1.2 Locality, Management and Abstraction: classifying cloud 

computing and current research IT 

These characteristics are at the moment presented to current cloud users through three main service 

models of increasing abstraction and an orthogonal spectrum of locality patterns.  The service models are: 

• Infrastructure as a Service (IaaS): The capability provided to the user is to provision 

processing, storage, networks, and other fundamental computing resources where the user 

is able to deploy and run arbitrary software, which can include operating systems and 

applications.  The user does not manage or control the underlying cloud infrastructure but 

only the deployed VMs. 

• Platform as a Service (PaaS). The capability provided to the user is to deploy onto the cloud 

infrastructure user-created or acquired applications created using programming languages, 

libraries, services, and tools supported by the provider.  The user does not manage or 

control the underlying cloud infrastructure including network, servers, operating systems, 

or storage, but has control over the deployed applications and possibly configuration 

settings for the application-hosting environment. 
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• Software as a Service (SaaS): The capability provided to the user is to use the provider’s 

applications running on a cloud infrastructure.  The applications are accessible from various 

client devices through either a thin client interface, such as a web browser (e.g. web-based 

email), or a program interface.  The user does not manage or control the underlying cloud 

infrastructure including network, servers, operating systems, storage, or individual 

application capabilities, outside of limited user-specific configuration settings. 

While the locality and management patterns (also called deployment models) are: 

• Private cloud: The cloud infrastructure is provisioned for exclusive use by a single 

organization comprising multiple users (e.g., business units).  It may be owned, managed, 

and operated by the organization, a third party, or some combination of them, and it may 

exist on or off premises. 

• Community cloud: The cloud infrastructure is provisioned for exclusive use by a specific 

community of users from organizations that have shared concerns (e.g., mission, security 

requirements, policy, and compliance considerations).  It may be owned, managed, and 

operated by one or more of the organizations in the community, a third party, or some 

combination of them, and it may exist on or off premises. 

• Public cloud: The cloud infrastructure is provisioned for open use by the general public.  It 

may be owned, managed, and operated by a business, academic, or government 

organization, or some combination of them.  It exists on the premises of the cloud provider. 

• Hybrid cloud: The cloud infrastructure is a composition of two or more distinct cloud 

infrastructures (private, community, or public) that remain unique entities, but are bound 

together by standardized or proprietary technology that enables data and application 

portability (e.g. cloud bursting for load balancing between clouds).  From the economic 

point of view, hybrid clouds can be considered a linear superposition of private and public 

clouds. 

While the definitions are generic and cover a wide range of possible combination, business-owned and 

managed public clouds and internally-managed private cloud are the most common combinations, and 

are expected to prevail in the midterm as well [4,5].  A comparable classification for current, non-cloud 

resources used in research environment can be derived from [6] by analysing the management model 

adopted for the computational resource. It is possible to identify two separate classes:  

Scale class IT resource type # cores Single use or 

limited 

sharing 

Wide 

Sharing 

Centrally 

managed 

Scale 1 

Desktop/Workstations <20    

Local clusters <100    

Scale 2 

Institutional clusters >100    

Shared GRIDs >1000    

Table 1—Scale class classification of clouds 
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Desktop, workstations and local clusters share a similar value in terms of cost per core/hour, and share 

the same management properties: resources are more or less reserved for single use (or minimally shared 

within a small group of users), are locally managed and flexible (re-provisioning and software changes are 

done without the need for external approval).  On the other hand, larger scale structures like clusters and 

GRIDs (both local and shared across institutions) tend to have a substantially lower price per core/hour, 

are generally reused across a larger group of users and tend to be more limited in terms of operating 

system, libraries and other software infrastructures.  The flexibility of Scale 1 resources is balanced with a 

higher maintenance and support costs compared to Scale 2, despite the fact that most of these costs are 

usually not accounted for, being part of the day-to-day activities of the researchers managing the cluster 

or workstation. 

In the rest of the paper, we will use only the scale 1 and 2 classification, simplifying the model and 

removing irrelevant details. 

1.3 Cloud computing: potential benefits 

Cloud computing has been heralded as a form of universal optimizer, capable of reducing cost and 

increasing flexibility in almost every aspect of IT. As for most technologies with seemingly magical 

properties, the reality is somehow less extraordinary – cloud computing is effectively capable of 

introducing some changes in how IT is consumed and priced, but in some cost centres the differences are 

limited or not significant. Most of the economic approach based on ROI, TCO, business agility [7][8][9][10] 

are inherently difficult to transpose to a research environment, lacking an easy-to-measure criteria like 

profit. Some parallels (for example between employee productivity and researcher's paper production) 

are inherently dangerous. 

If we start from the definition of the cloud and internal, traditional computational platform, it is clear that 

several differences exist: among them, pricing linearity (that allows for optimal resource reservation when 

variable loads are required), very small time to usable service (thanks to self-provisioning and limited 

“queue effects”) and apparently infinite resources (that gives the user the choice between time and 

cost—for example, allocating a large number of cores for a short period or a small number of cores for a 

longer time frame). 
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Among the most cited differences [11],[12],[13],[14] are: 

Potential Benefit Description 

Economies of scale Large public clouds enjoy economies of scale in equipment 
purchasing power and management efficiencies. Savings may be 
passed on to users, and will increasingly be so as competition in the 
sector increases over time. 

Increased security Thanks to the cloud provider's security effort, overall security is 
increased 

Improved utilization & efficiency The use of virtualisation improves efficiency and utilisation due to 
sharing of pooled resources and through better workload balance 
across multiple applications. 

Increased availability Another benefit of being based on grid computing is that 
applications can take advantage of a high availability of architecture 
that minimises or eliminates planned and unplanned downtime, 
improving user service levels and business continuity. 

Elastic scalability Grid computing provides public and if outsourced) private cloud with 
elastic scalability; that is, the ability to add and remove computing 
capacity on demand. This is a significant advantage for applications 
with a highly variable workload or unpredictable growth, or for 
temporary applications. 

Fast deployment Application deployment is greatly accelerated because both public 
and private cloud can provide self-service access to a shared pool of 
computing resources, and because the software and hardware 
components are standard, re-usable and shared. 

Simpler to manage Public clouds may require fewer IT personnel to manage and 
administer, update, patch, etc. Users rely on the public cloud service 
provider instead of an internal IT department. 

No queuing effects Cloud computing does not face the traditional delays and 
complexities related to job submission and scheduling 

Table 2—Cited differences for cloud 

To create a realistic model of cloud adoption costs and benefits we must first of all check whether the 

identified advantages are real, how much an effect they have in the specific world of research, and what 

can be done to maximize them. 

1.4 Scale 

The concept of “cloud economies of scale” is the commonly held idea that large and very large data 

centres do have a substantial economic advantage compared to small and mid-size structures, and this 

improved economy of scale can be transferred to the cloud end-users.  Hamilton [15] demonstrates that 
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there are substantial cost advantages moving in scale from mid-size (up to 1000 servers) to very large 

(more than 50000 servers) on parameters like personnel costs, storage and networking: 

Technology category Medium Very large Differential 

Network ($ per Mbit / sec / month) 95 13 7.1x 

Storage ($ per GB / month) 2.2 0.4 5.7x 

Administration (Servers / admins) 140 >1000 7.1x 

Table 3—Economies of scale 

However, this reduction in costs is partially compensated by the substantial costs and complexity that is 

inherent in a flexible, large scale structure that must provide reliable services to a heterogeneity of users.  

As an example, while it is true that bandwidth in and out of a datacentre receives a substantial discount at 

scale, bringing the same bandwidth to the interfaces of each server has a cost that increases quadratically 

with the number of active ports, negating most of predicted economic advantages: 

Al-Fares et al. [16] in fact estimate that the cost of providing a 3:1 oversubscribed 1GB of bandwidth to 

20000 servers is around 37M$, bringing the cost of the networking infrastructure in the same range of the 

server hardware.  A 10GB infrastructure with a fat-tree topology (the most efficient up to now) would cost 

690M$, making it largely unsustainable. 

This is one of the reasons for the strong push towards flexible and self-managing software defined 

networks that can provide a degree of automatic locality between virtual machines and their physical 

execution environment reducing the cost and effort for providing reliable transport between machines 

and across the datacentre. 

One of the aspects of scale that clearly persist is the procurement advantage for hardware and networking 

gear: the scale at which large cloud providers procure hardware allows for a substantial discount 

compared to smaller research infrastructures; some cloud providers even use custom assembly and 

components to further reduce their costs and increase energy efficiency, an option that is clearly outside 

of the reach of most local datacentres.  Hamilton estimates that economy of scale is reached in the 45000-

50000 server range, in installations that require between 12MW and 25MW [17]. The scale effect is also 

Figure 1—Bandwidth subscription rate vs.cost 
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partially ameliorated by the delay between price reduction in the free marketplace and procurement 

process, that for very large scale orders is substantial.  While pricing efficiency (measured as price/core, 

price/GB of delivered storage and so on) constantly improves both in terms of processing power and in 

computation per watt, the large scale procurement process introduces an inherent delay that partially 

reduces this effect.  The reality is that most of the advances in cost efficiency that are measurable on the 

market are not passed to the end users; as noted by Wittman [18], the storage costs for Amazon offering 

has been reduced by 36% from 2006 to 2012, while hardware cost for a comparable reliable storage 

system decreased by an order of magnitude.  A similar finding was part of the Magellan report [19]: “the 

cost of a typical compute offering in Amazon has fallen only 18% in the last five years with little or no 

change in capability…This translates into a compound annual improvement of roughly 4%.  Meanwhile, 

the number of cores available in a typical server has increased by a factor of 6x to 12x over the same 

period with only modest increases in costs.” 

In conclusion, for the purpose of running research applications, comparing a small/medium size 

datacentre (typical of most research institutions) with a very large cloud installation we can conclude that 

scale does have a limited impact on overall economics. 

1.5 Increased security 

Security is another widely debated aspect—with the popular claim that clouds provide a reduction in costs 

related to security and assurance.  As an example, Amazon in their product literature claim that: “[A] ... 

direct cost for enterprises running their own data center is ensuring the confidentiality, integrity, and 

availability of business critical data.  Examples of security costs for enterprises include capital expenditures 

for network security devices, security software licenses, staffing of an information security organization, 

costs associated with information security regulatory compliance, physical security requirements, smart 

cards for access control, and so on.” [46]  While certainly true that cloud providers have spent a 

substantial effort in providing a secure infrastructure, it is important to recognize the fact that this effort 

does not extend to the images that are executed inside of the cloud—thus still requiring an investment in 

providing protection that is not substantially different between a traditional research infrastructure and 

the cloud, both public and private.  The real difference between public clouds and traditional research 

infrastructures is actually the same that exists between scale 1 (self-managed, multiple images and largely 

self-service effort) and scale 2 (centralized, single operating system image, limited or no flexibility for 

installation and provisioning of personalized software and libraries).  The move towards self-supplied VMs 

can actually decrease security: “In the current situation, i.e. without VMs provided by users or virtual 

organisations, the operations teams have full control over the software running on all machines.  They 

make sure that no software with (in their eyes) unacceptable problems or … threaten the stability of the 

infrastructure or the integrity of the data.  The currently used grid site security models rely on the 

assumption that machines in the infrastructure can be trusted.  Introduction of VMs implies that the 

operations teams no longer have full control over the installed software and that they will have to 

reconsider the existing security models to accommodate the new and untrusted components in the 

infrastructure” [20]. 

Data management requirements vary widely between experiments, with some requiring long-term 

archival, while other create their datasets on the fly, and discard them after job completion.  In this sense, 

data requirements are not substantially different between traditional research infrastructures and cloud 

computing.  

An additional point specific to public cloud computing is the aspect of privacy and data protection, in 

observance of EU rules.  Apart from medical, military and other privacy sensitive research, the majority of 



e-InfraNet—246651 

Cloud Computing Economics: 

An evidence-based approach for Research Applications Page 15 of 34 

data sets pose no real risk of damage if accidentally divulged, and the risk posed by external providers is 

not substantially different between public and internal IT providers.  The availability of public cloud 

resources physically located within EU borders is also sufficient to satisfy most of the legal requirements 

even of more stringent legislation [22],[23],[65]. 

1.6 Improved utilization and efficiency 

A popular belief related to the economics of cloud computing is the idea that clouds are inherently more 

“efficient”, that is that clouds allow a higher utilization of resources.  One of the reasons for this is related 

more to the use of virtualisation, that through hardware abstraction it reduces the inefficiencies in 

allocation that are common in structures with different hardware platforms with preferential access.  

A common example is traditional managed hosting, where the provider has multiple offerings with 

different size and processor models, and the customer select one of the available model.  In this approach, 

the hosting provider needs to have a minimum number of each server available on request, independent 

from the actual usage.  In this scenario, the provider will necessarily incur a cost related to the percentage 

of servers that are not selected, and thus idle.  In fact, managed server providers are among the most 

enthusiastic adopters of cloud computing, since it allows them to reduce this inefficiency to a minimum 

since the customer is not allowed to select among models—but only access a virtualized set of resources, 

that will be offered by the available physical machines. 

In research infrastructure efficiency is substantially higher, with resources in Class 2 experiencing 80% or 

higher utilisation [19]; common grid software infrastructure are designed with high performance and 

near-optimal job schedulers that guarantee a very high use of local resources, while the use of 

standardized job scripts provide an abstraction mechanism that introduces efficiencies in use similar to 

those of virtualisation. 

In large scale public clouds utilization is more complex to measure, and depends on the actual share of 

potentially usable physical machines.  Very few measurements exist, but at least one demonstrable 

reference put public clouds like Amazon EC2 at utilisations of 7 to 15% [24]. 

1.7 Increased availability 

One of the much touted advantages of cloud infrastructures is the capability of recovering from faults and 

in general the increased resilience thanks to the strong decoupling of services, that are then offered 

through a high-availability interface.  For example, most cloud providers offer storage that is virtualized 

and abstracted through a specific interface or is directly attached through the hypervisor; in both cases, 

the management backplane is capable of monitoring the health and status of the storage infrastructure, 

and nearly instantly provide a transparent replacement in case of a physical or software failure.  Most 

cloud systems allows as well for the automated restart of failed virtual machines, substantially reducing 

the downtime and the effort necessary to maintain the offered service. 

It should be noted that most grid software infrastructures do offer similar capabilities, with restart of 

failed jobs and full fault tolerance at the file system level (in distributed file systems like Lustre, Gluster or 

XtreemFS); at the same time, in some instances the software deployed on the cloud may need 

modification or external scheduling services to be able to hide potential faults.  In this sense, both private 

and public cloud are capable of improving somehow the reliability and resiliency of the software that is 

deployed on top (for an evaluation of the reliability of job submission and execution in cloud, see section 

1.11). 
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1.8 Elastic scalability 

Transparent and linear scalability is one of the most cited benefits of private clouds—the capability to add 

on-demand, with seemingly infinite capability and with pricing proportional to resources used, with the 

result that it is possible to set up an experiment at a very low upfront costs and at the same time scale 

resources higher or lower without apparent limits. One of the most famous examples is an experiment 

performed by the New York Times: “The New York Times has a large collection of high-resolution scanned 

images of its historical newspapers … They wanted to process this set of images into individual articles in 

PDF format. Using 100 EC2 instances, they were able to finish the processing in 24 hours for a total cost of 

$890 ($240 for EC2 computing time and $650 for S3 data transfer and storage usage, storing and 

transferring 4.0TB of source images and 1.5TB of output PDFs)” [25] 

A more extreme example is Animoto, a provider of online photo services, that scaled in 48 hours from 50 

to 3500 server [26]; such an enormous variation in scale is effectively possible in an economical way only 

through public cloud computing or in large scale, federated community grids. 

The value for scalability is related to the concept of variability of loads: a fixed load that require no 

substantial variability in load or hardware requirements will be served more cheaply from a fixed, 

internally provisioned asset (for the explicit economic measurements, see section 2.5).  A related aspect 

that is usually mentioned in commercial adoption of cloud computing is the shift from capital expenditure 

(CapEx) to operating expense (OpEx) that can be observed when moving from an internal IT infrastructure 

to public clouds.  The pricing linearity implies that an enterprise can commit and pay for cloud resources 

through periodic invoicing, freeing capital that would be otherwise fixed in initially bought assets.  This 

aspect is actually less relevant for research institutions, where provisioning is usually performed through 

public grants that are structured around a medium or long term project; the “pay as you go” model, 

usually based on credit card payments, may be even impossible to adopt for a public institution like a 

university; it is in fact not uncommon to find mention of cloud spending performed using the individual 

researcher's credit cards, to be later reimbursed (with some difficulty, given the lack of transparency) by 

the institution. 

1.9 Fast Deployment 

Another area where a difference is clearly visible is the ease and flexibility in creating a personalized 

environment.  In [19] it is mentioned that “HPC centres typically provide a single system software stack, 

paired with purpose built hardware, and a set of policies for user access and prioritization.  Users rely on a 

relatively fixed set of interfaces for interaction with the resource manager, file system, and other facility 

services.  Many HPC use cases are well covered within this scope; for example, this environment is 

adapted for MPI applications that perform I/O to a parallel file system.  Other use cases such as high-

throughput computing and data-intensive computing may not be so well supported at HPC centres.  For 

example, computer scientists developing low level runtime software for HPC applications have a 

particularly difficult time performing this work at production computing centres.” 

The wide adoption of class 1 computing by scientists is in fact related to the flexibility in creating a 

personalized, ad-hoc computing environment without the need for external resources or approval.  This 

flexibility is in fact one of the most commonly cited reasons for use of public clouds by researchers: “The 

majority of grid users find the grid environment too complex. U sers might be unfamiliar with the 

operating system installed on the grid, or the user rights to install specific software, or they might lack 

technical skills.  VMs provide an isolation layer between user application and this complex environment. 

Applications running inside a VM can be deployed without modification on a local desktop, a batch 
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cluster, a grid site, or multiple grid sites.  Consequently, an end-user starting from scratch on a VM 

significantly reduces the overhead of these different scaling steps.” [20] 

Again, the cloud does not introduce a totally different environment from the economic point of view, but 

more a mix between scale 1 and scale 2—the flexibility of a personal workstation, but with the resource 

level of large scale grids and clusters typical of scale 2. 

Deployments based on VMs—when compared with a traditional Scale 2 infrastructure—show substantial 

reductions in the time and effort necessary to provision a new service.  Using a model based on 3 stages of 

transition from physical to cloud we find that delivery times change substantially from one stage to the 

other [27]: 

Stage Average Delivery time 

Legacy (rackmount); full physical deployment 6-8 weeks 

Virtualized, manual image provisioning 1-3 weeks 

Cloud, self-service provisioning 15-30 minutes 

Table 4—Comparison of provisioning lead times 

An important aspect is the conversion of existing software platform to cloud-ready images, an effort that 

can be substantial and involve in part a form of re-engineering both to take advantage of the inherent 

properties of scalability of the cloud, and to compensate for potential unavailability of resources when 

provisioned dynamically: “There were a number of lessons learned.  The goal was to build a VM image 

that mirrored the STAR reconstruction and analysis workflow from an existing system at NERSC.  Building 

such an image from scratch required extensive system administration skills and took weeks of effort.  The 

image creator needs to be careful not to compromise the security of the VMs by leaving personal 

information like passwords or user names in the images…  Using cloud resources was not a turnkey 

operation and required significant design and development efforts.” [21] 

On the other hand, the widespread availability of cloud infrastructure and the emergence of standardized 

interfaces allows for a substantial degree of reuse, both inter-experiment and intra-institution.  There are 

already in place VM marketplaces that provide pre-built or base images on which to build a specific 

software installation, substantially reducing both the time to execution and the effort necessary; examples 

of such efforts are the EU EGI Unified Middleware Distribution or the Amazon AWS Marketplace [28]; a 

potential for sharing efforts in the creation and maintenance of such images can contribute substantially 

to reduce each individual job set-up cost, as well as increase security and reliability. 

1.10 Simpler to manage 

Underlying the assumptions that are inherent of cloud infrastructures is the idea of “self-service”, as well 

as the idea of at least a partial autonomic management—the fact that individual nodes are able to assess 

and evaluate state, change parameters and perform actions to maintain functionality and maximize 

efficiency. In this sense, the cloud introduces a model that takes the flexibility of a class 1 system 

(autonomous management of software and libraries) along with the infrastructure and amount of 

resources typical of class 2 (large number of cores, storage, memory and special devices like GPUs).  Some 

estimates place a reduction in management and administration costs between 36 and 45% between a 

traditional IT infrastructure and a cloud-based one [2]. 
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The reduction in management cost is not, however, a universal factor.  Some TCO studies improperly 

assume for public cloud computing that there is no or very limited management: “By eliminating physical 

infrastructure, there is no need or minimal cost to manage a server” [57] or mix the cost structure of IaaS 

with the abstract model of PaaS: “no need to install Tomcat, Java and J2EE environment; and no need to 

update software”.  The reality is that while there is no need for physical management (identifying and 

replacing non-functional parts with spares, for example) the operating system instance that is used in the 

public cloud needs the same effort of a similar instance installed locally. 

1.11 No queuing effects 

The issue of queue effects—the delay and barriers introduced by the scheduling system and the limits on 

usable resources—is actually not substantially different between public clouds and class 2 systems. 

Queues could have a negative effect, with research not being attempted or being scaled to maximise the 

chances of running in a reasonable time or the inability to complete work to a specified or preferred 

timing (for example, related to a publication or conference deadline). 

The majority of grid systems are subject to a gate process that schedule requests and try to provide an 

optimal allocation of jobs to existing resources [47][48].  This allocation may introduce delays and 

sometimes even outright rejections, requiring a job resubmission to complete the requests that are not 

successfully completed. In public cloud systems, the large pool of available resources and the simplicity of 

the allocation process hides most latencies and creates the appearance of a largely “infinite” resource; 

this illusion however disappears when the job allocated requires the instantiation of a substantial number 

of cores.  As an example, in [47]: “Our experience with the Amazon Web Services environment is that a 

variety of transient failures can occur, including an inability to access the user-data passed in during image 

startup, failure to properly configure the network, failure to boot properly, and other performance 

perturbations, including intermittent virtual machine hangs. … In general, we found that the software 

creating the virtual cluster cannot assume that it will always acquire all of the requested resources.  

Allocating 128 or more cores at once is not always practical, and results in indefinite hangs and costly 

idling of resources if the request cannot be fulfilled.” 

While the probability of successful job completion using a public cloud is higher than the equivalent 

probability in a grid (with some job abort rate as high as 10% [58]), a more restricted environment like a 

private cloud can still introduce submission limits that may break the illusion of a reliable and infinite 

computing resources. As mentioned in section 1.7, system administration and developers must take into 

account the probability that some of the resources may not be immediately available, exactly like in a 

traditional grid environment. 

1.12 Myth and realities of cloud computing for research 

We can summarize the previous points by saying that most (but not all) of the advantages of cloud 

computing are inherent both in the private and public models, since they depend on standardization of 

interfaces, self-management of the nodes and self-provisioning of resources.  Some aspects, like 

utilisation, security and scale are not really changed in a substantial way between a traditional research 

infrastructure and a cloud (both private and public), despite the many claims from commercial providers; 

this will help us in simplifying the model that will be used in the second part of this report to evaluate the 

true costs of a transition to a cloud environment. 



e-InfraNet—246651 

Cloud Computing Economics: 

An evidence-based approach for Research Applications Page 19 of 34 

2 The economic impact of cloud adoption and use 

2.1 Defining the context: varying vs. invariant variables 

As mentioned in the previous section, not all the parameters that influence the economics of cloud IT are 

really different in a substantial way between a traditional research infrastructure and the cloud (be it 

private or public); in this sense, we can provide an at-a-glance model to see what changes and what is 

roughly equivalent, using as a reference the eGep cost evaluation framework developed in the context of 

the EU MODINIS programme [51]: 

The yellow areas are those where it is possible to observe a substantial difference—both in terms of 

CapEx vs. OpEx, provisioning speed or flexibility—compared to the previously defined computing classes. 

Figure 2—eGep cost evaluation framework 
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Our model will take into account the following generalized model of a computational experiment in a 

public research institution: 

Phase Traditional IT Cloud 

Experiment setup Data preparation, software set-up, 

creation of job or task description files 

if necessary 

Creation or instantiation of the 

necessary VMs 

Experiment submission Submission through standard GRAM 

interfaces, workflow or portals 

Self-service provision of the VMs and 

resources necessary for the experiment 

execution 

Queue wait/execution Submission of the job to the 

scheduler; if queued, wait for the 

allocation of the necessary resources 

Unless resource limited, the execution 

starts immediately and the user can 

observe/steer the process 

Result collection Extract result, save or delete non-

relevant data files 

Extract result, dispose of no longer 

necessary VMs, save or dispose of non-

relevant data files 

Table 5—generalized model of a computational experiment 

For each phase, it will be evaluated whether the underlying execution model justify a substantial 

difference in cost or convenience, and such difference will be estimated using the available data.  This 

approach provides a reasonable approximation of real costs and at the same time allows for a 

simplification and reduction in the number of parameters that need to be evaluated to assess the relative 

costs of a traditional versus clouds. 

2.2 Set-up costs: Recurring and non-recurring 

The cost for creating the necessary set-up for a computational job is extremely difficult to assess, given 

the extreme variability both in job size, complexity and the possibility of reuse of some components.  In a 

traditional grid infrastructure, the job submission is based on a standardized set of execution instructions 

(for example, submitted through a grid portal or a standardized interface like JSDL or OGSA-BES), 

eventually coupled with a set of prepared applications that are delivered on-demand by the grid 

administrators.  The tightly coupled approach (hardware, operating systems, drivers, libraries, execution 

engines) guarantees the highest possible performance, but at the same time is substantially restrictive; if a 

user requires a different operating system, or library set, the job simply can't be submitted—and usually 

the researcher resorts to the use of his personal workstation or a small-scale cluster, bearing the full cost 

of management and environment preparation along with the effort necessary to execute the planned job.  

In a cloud environment, the user is entitled to a set of pre-built images and user-submitted images, 

reducing the cost for creating an appropriate execution platform, with the trade-off of reduced potential 

maximum performance (see 2.4). 

To evaluate the portability and the potential benefit of bringing existing code sets to the cloud, Frey and 

Hasselbring [52] recently introduced the idea of Cloud Environment Constraints (CECs), a set of constraints 

specific to the targeted cloud environment that can prevent the execution (or impede efficiency) of an 
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application moved to a cloud environment.  For example, a Java application may use types and classes not 

available in a constrained PaaS environment like Google's App Engine, making the application 

unexecutable without a substantial engineering effort.  A simplified version of CloudMig hierarchy will 

help in: 

• L0 Cloud incompatible: The application cannot be executed at all. 

• L1 Cloud compatible: The application can be executed. 

• L2 Cloud aligned: The execution context, utilized cloud services, or the migrated software 

system itself were configured to achieve an improved efficiency in resource use or 

scalability without pervasively modifying the software system.  

• L3 Cloud optimized: The software system was pervasively modified to enable automated 

exploitation of the cloud’s elasticity, for example through recoding to increase the level of 

parallelization.  An evaluation was conducted to identify system parts which would 

experience an overall benefit from substitution or supplement with offered cloud services. 

These substitutions and supplements were performed.  

If an application is in the L0 class, it will simply be unable to run in the targeted cloud environment; in this 

case, no economic consideration can be advanced—the user is restricted to the legacy IT environment 

until the application is not redesigned.  An application that is redesigned or adapted to move from L1 

(barely running) to L2 or L3 receives an additional advantage in terms of ease and speed of setup, 

increased efficiency, scaling abilities that—when reused across experiments—can reduce substantially 

both the recurring costs and the cloud utilization. 

While legacy applications ported from a traditional grid environment would probably fit in class L1 (or 

even in L0, if they need specific hardware features that are not properly abstracted or virtualized by the 

cloud orchestrator), a new breed of tools and programming paradigm are more or less designed to be 

executed in a cloud environment; for example, the popular MapReduce model (used in the Apache 

Hadoop environment, among others) is already available in prebuilt VM images that are ready to be 

executed in a cloud environment, with full scaling and fault tolerance.  Applications that are more cloud-

oriented will require little or no adjustment in the pre-execution phase and will adapt and extract the 

maximum efficiency from the cloud infrastructure in the execution phase.  In this case, if an application is 

planned to be reused substantially, it may be sensible to invest in bringing it to L2 or L3 level, a trade-off 

between one-time redevelopment or re-engineering costs and the reduction or elimination of recurring 

costs [61]. 
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The cost necessary to adapt an application is highly dependent on its internal structure. The most 

common programming models are: 

Name Scenario Coupling 

Task Model Independent bag of tasks applications  

Thread Model Multi-threaded applications Partial/High 

MapReduce Model Data intensive applications  

PSM Parameter sweeping applications  

Workflow Workflow applications  

MPI Message passing applications High 

Actors Distributed active objects / agents Partial/High 

Table 6—Common programming models 

Applications with limited coupling (limited need for high-speed, low latency interprocess communication) 

will be simpler and easier to adapt to a cloud environment, and are thus ideal candidates for such an 

effort. For some models (MapReduce, Workflow, Task model) it is possible to reuse existing software 

platforms, already cloud-enabled, thus further reducing the translation cost. 

On the contrary some code classes - like MPI - require a substantial low-latency communication capability 

and specific hardware or software features like RDMA that may not be exposed or efficient enough in 

cloud toolkits.  In this case, the application will be necessarily restricted to a non-cloud infrastructure, or a 

specific porting activity will be necessary (usually at substantial cost, and losing the advantage of code 

maturity), These applications will run in emulation on a cloud—but at such a substantial performance loss 

that the execution itself may not be economical or feasible (some examples will be presented in section 

2.4). 

2.3 2.3 PaaS/SaaS 

A substantial difference in the experiment setup phase can be observed when instead of the more 

commonly used IaaS—where an entire machine is virtualized and used for the implementation of a 

specific task—the experimenter adopts a higher-level abstraction in the form of PaaS or SaaS.  Examples 

of such applications are Cornell's RedCloud [53] and their Matlab-as-a-Service, the many 

Hadoop/MapReduce services available from commercial providers like Amazon or the SaaS services like 

BLAST offered by Yahoo or Microsoft. 

The use of a higher-order abstraction substantially reduces the cost and effort of creating, managing and 

orchestrating a set of VMs to provide the needed service, thus reducing both the costs and the complexity 

of the task.  In fact, the area exposed to the need of management by the end user is substantially smaller 

in PaaS compared to IaaS, and even more so in SaaS (accompanied by an equivalent loss of control): 
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Submitting a task to a PaaS service require limited knowledge of the underlying computational 

infrastructure and automates several aspects like scaling, resource provisioning and error management. 

However the user at the same time has a reduced visibility and control, limiting for example what version 

of a service or library may be used, or forcing a specific database choice; the use of a PaaS also severely 

limit the possibility to perform application or platform-specific tuning.  A potential workaround is the 

execution of a PaaS layer on top of an internal IaaS private cloud – for example CloudFoundry [54] or 

OpenShift [55], providing an opportunity for direct tuning and adaptation to the internal hardware 

properties of the private cloud. 

2.4 Measuring costs: estimating resource equivalence 

An important point is related to the poorly defined concept of “core”.  While perfectly defined in terms of 

parallelism, it does not convey enough information on performance—with the result that it may be not 

appropriate to compare the processing power of an internal infrastructure with that of a virtualized public 

cloud. 

The issue has been widely researched before; [19] provide a set of benchmark and comparisons between 

scientific applications executed within the Amazon public cloud and a traditional grid/cluster 

infrastructure, with results that show how both the virtualization layer and the less performing 

networking infrastructure impact negatively on several scientific codes1: 

                                                           
1 On pure benchmarks (like HPCC, VASP or IMB) the slowdown was even more sensible – from 10 to 22 times. 

Figure 3—Traditional IT vs. IaaS vs. PaaS 
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Code Algorithm Slowdown  

CAM Navier Stokes CFD 3.05 

MILC Conjugate Gradient, sparse matrix; FFT 2.83 

IMPACT-T PIC, FFT component 4.55 

MAESTRO Block structured grid multiphysics 5.75 

Table 7—Performance impact 

The recent introduction of HPC-specific computing models from Amazon is a welcome addition, but does 

still not completely cover the gap with a dedicated cluster.  The 10Gb networking layer provided still has 

substantially higher latencies compared to dedicated networks like Myrinet or Infiniband; the lack of in-

band parallel file systems that can be tuned to the specific file access pattern is another factor that 

introduces a performance loss, especially with file sets larger than 1TB [19].  The impact of virtualization 

on the performance of HPC codes has been widely studied [[29][30][31][32][33] and the research shows 

that tuning the parameters of the hypervisor can substantially increase the efficiency of the execution, 

even if the code itself is tuned for bare metal (for example, taking for granted the exclusive access to the 

processor cache, and its size).  The effect of contention and the latency introduced by the hypervisor 

reduces the performance of public cloud instances, without the possibility to reduce—through tuning and 

scheduling—the negative effects of virtualization.  The slowdown is more visible in codes that require very 

low latency, like MPI applications, or where the contention between VMs introduces cache pollution; 

other codes (MapReduce, task model) will suffer a much more limited slowdown. To compensate in the 

following economic estimation for the difference in performance between an external cloud like Amazon, 

we have assumed that an EC2 core has an overall slowdown of 2, while the execution of codes on a 

private cloud incurs a slowdown of 1.25 since the hypervisor is under direct control of the cloud 

administrators, and thus it is possible to tune the VM execution parameters to reduce the overhead 

introduced by the hypervisor [72],[73],[74]. 

At the moment there is no large scale private cloud software toolkit that directly support the low-latency 

and direct I/O virtualization necessary for HPC; this is among the necessary improvements that need to be 

implemented to be able to effectively leverage the current cluster-level hardware within a cloud 

computing framework. 

2.5 A framework for cost estimation in research institutions 

There is no shortage of research on the economics of computing and datacentres, and this helps us in 

identifying some common estimates of both fixed and varying costs; we will start by considering the 

generalized Class 2 environment, assumed to be composed of rack mount servers, hosted in a managed 

environment for which space, power, cooling, networking and management needs to be provided with 

continuity.  The cost centres for such a configuration are:  

• Servers (hardware), with an average 3yr depreciation period 

• Networking Equipment, with average 4yr depreciation period 

• Power distribution and cooling 

• Power 

• Other infrastructure costs 
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Several estimates of the relative relevance of each category have been presented in the past—among 

them, a survey by Amazon's James Hamilton [17]: 

• Servers: 57% 

• Networking equipment: 8% 

• Power distribution and cooling: 18% 

• Power: 13% 

• Other infrastructure: 4% 

The data is in line with alternative surveys like that of Greenberg [44] that places server costs at 45% and 

power related costs at 15%. 

It is clear that hardware (servers and network equipment) dominate with an aggregate cost of 65%, 

followed by power-related costs (31%).  This is in line with the findings from Patel and Shah [43] that 

identified a cost per rack (with a 10KW consumption) at a price per month adjusted for inflation of around 

$13,000/month, perfectly in line with the cost for the CINN hardware mentioned in the JISC report [7] of 

$13,555.  Management and maintenance costs are limited—if we assume a full-time employee managing 

140 servers or around 3 full racks of server as per [17], we can infer that the addition of full management 

for our infrastructure increases costs by between $900 and $1,100—less than 10% of our estimated 

monthly cost. 

Power consumption is the second largest cost centre—both as direct server consumption and lost in 

cooling and power distribution.  A substantial effort is being done to implement “green” schedulers, that 

for example reduce the number of active nodes that are not required, or through the individual server 

cpu-throttling capabilities; the amount of power saved using these last techniques is however limited, 

since the power consumption when a server is not loaded (or with negligible load) is between 50% and 

80% of full-load consumption[41][42].  Assuming a nearly ideal capability to partition servers in fully 

loaded and null-loaded and an average utilization of 50%, a green scheduler (shutting down unneeded 

servers) would save around 15% of costs, while server power throttling only around 5% [62][63]. 

By taking the estimate of $13,000 per month for a 10KW rack, we can estimate the cost per server and per 

core assuming the use of off-the-shelf hardware and networking gear.  Assuming an average consumption 

of 425W [42] per server we can host around 280 core per rack within the allocated power consumption, 

obtaining a cost per core of 0.06$/core-hour for a fully managed infrastructure. 

We can assume this as the real cost for a small size installation, between 1 and 5 racks; we can now 

compare our measurement with the data obtained from other sources, assuming a cost scaled to 100% 

utilization—so that we can later have a baseline number to scale back for lower utilization percentages.  

For data referenced in the literature calculated at a different utilization, cost at 100% was obtained 

through a linear approximation. 
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System $/Core-hour, 

100% utilization 

$/Core-hour, 75% 

utilization 

Hopper [19] $0.018 $0.025 

Montero-Llorente [31] $0.04 $0.05 

Magellan (overall) [19] $0.04 $0.053 

Class 1 server/workstation [7] $0.046 $0.06 

Cornell RedCloud [53] $0.058 $0.078 

Our estimate $0.06 $0.085 

Amazon cc1.4xl, resv. instance2 $0.062 $0.086 

Amazon cc1.4xl $0.093 $0.12 

CINN [7] $0.15 $0.18 

Table 8—Cost per core 

Amazon does offer two alternatives to the linear pricing model: the “reserved instance”, where the 

payment of an initial one-time fee allows for a substantial discount on the price of consumed resources, 

and the “spot market”, where the user on unused Amazon EC2 resources—and is allowed to run those 

instances for as long as their bid exceeds the current Spot Price.  The table lists an estimated pricing for a 

reserved instance, but not that of spot instances, given the large variability and the lack of guarantees 

offered.  A parameter that was not included in the table is the added cost related to the quantization of 

billing—most cloud provider use the “billable hour” abstraction, with partial instance-hours consumed 

billed as full hours.  This added cost, specific to public clouds, can be estimated by modelling the start and 

stop of an EC2 instance as uniformly distributed within the hour, and in general can be expected to add 

the cost equivalent to an instance-hour for each activated instance.  For the majority of jobs this is not 

really significant; for massively parallel jobs that start and stop in a short period, a simple time-based 

scheduler may reduce the effect by aligning the instance activation with the first seconds of the next 

Amazon billable hour. 

There are two clear outliers—Hopper, a 153216 compute cores, 217 TB memory cluster that can be 

considered an example of “very large scale system”—thus reaching the point, already mentioned in 1.4, 

where scale substantially changes the per-core economics, and the CINN cluster—a relatively small but 

modern system with Infiniband, GPGPU processing and solid state disks, that has a slightly higher cost per 

core-hour compared with our estimates, and should be considered the high mark for the overall cost 

estimates. 

                                                           
2 An evaluation of pricing of public cloud providers has been performed on a basis of the excellent work by Hawtin [7], adjusting pricing to may 

2012. Amazon remains the only cloud provider with HPC-specific nodes, and given the competitive pricing was chosen as the benchmark for public 

cloud costs. 
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The estimates are based on pure core costs—not taking into account the performance gap mentioned in 

2.4.  If we consider a (very conservative) slowdown of 2 compared to a tuned private cloud slowdown of 

1.25, we end up with the equivalent, adjusted cost per cpu-hour: 

System Adj. $/Core-hour, 

100% ut 

Adj. $/Core-hour, 

75% ut 

Hopper [19] $0.023 $0.031 

Montero-Llorente [31] $0.05 $0.063 

Magellan (overall) [19] $0.05 $0.066 

Class 1 server/workstation [7] $0.058 $0.075 

Cornell RedCloud [53] $0.072 $0.098 

Our estimate $0.075 $0.11 

Amazon cc1.4xl, resv. instance $0.12 $0.172 

Amazon cc1.4xl $0.19 $0.25 

CINN [7] $0.19 $0.23 

Table 9—Cost per core (adjusted) 

For the data cost, we can estimate the average amount of data stored permanently or near-permanently 

using data from the Magellan survey that found that more than 50% of submitted jobs required a storage 

pool bigger than one TB, with other two classes (10 to 100GB and less than 10GB) around 18% of jobs, 

with the remaining 10% require around 1TB of data, and the remaining 10% requiring storage of less than 

1GB.  A rough estimate of costs put the average storage utilization between 1 and 2TB per experiment. 

[19] reports that of all submitted jobs, 48% was in the order of hours, 14% in the order of minutes and 

roughly the same amount was in the order of days (the remainder was marked as “highly variable”).  Using 

the available data and assuming the use of an external cloud provider like Amazon, we can infer that the 

time for which data needs to be maintained for the job execution is around 9 hours, with a cost per job of 

roughly $2 assuming the use of Amazon's EBS at $0.10 per GB-Month (for comparison, an internally 

provided storage services is $0.007 per GB-Month, one order of magnitude less than EBS).  For the 

average job execution the storage costs is thus negligible; transaction cost (both into and out cloud) are 

equally limited. 

Utilization is among the single most important parameters—increasing utilization clearly improves the 

economics of a private cloud infrastructure.  While HPC clusters average extremely high utilization rates 

(around 85% in many instances), private clouds may have lower rates due to the need to migrate jobs to 

run in VMs or for performance or convenience reasons.  Approaches to increase this rate are already 

appearing in literature; among them the use of a backfill scheduler that takes advantage of unused cloud 

capacity to offload jobs from a traditional HPC cluster [64]; an approach that can push utilization to nearly 

100%, with a reduced impact on performance (less than 7%). 
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In institution where utilization is low (or is predicted to be low), a potential solution may be the adoption 

of an hybrid cloud; that is, maintaining a smaller, private cloud that can send jobs to a public cloud for 

peak demand.  The need to transfer data back and forth may hamper this approach; transferring 1TB of 

data through a public network may require several hours—and given the fact that a large number of 

computation are planned for a limited execution time, this mixed approach may be unsustainable.  A 

better approach may be the creation of community clouds across institutions; by pooling resources and 

users, it is possible to raise utilization without requiring additional investments or wasting over-

provisioned resources. In this sense, the standards adopted and used by the cloud infrastructure become 

extremely important, and can become a bottleneck if not properly chosen.  As mentioned in 1.4, private 

clouds can adopt new hardware much faster than large scale public cloud providers; as an example, most 

new generation servers do employ SSD drives for storage tiering, an offer that is still unavailable in 

Amazon (it has been however recently announced by other cloud providers like CloudSigma).  In this 

sense, given the rapid progress in computational efficiency in commercial servers, the cost ratio between 

private clouds and public clouds will probably increase, lowering the cost per core-hour in private clouds 

built with more recent hardware. 

2.6 Summary of main findings 

It is clear that for a substantial range of applications, cloud (both private and public) provide a compelling 

proposition even outside of the pure cost per computation.  The self-service capabilities, the reuse of 

virtual machines that contain full infrastructure that are under the complete user control—there are 

several advantages that can be only partially captured in an economic analysis.  The transition towards 

virtualization and cloud is foremost a change in how computational resources are accessed and managed, 

and this change will require not only new technology but a new mindset as well—the idea that 

management of the infrastructure will largely disappear in the background, leaving the researcher with a 

set of active black boxes with which to compose new experiments. 

  Scale 1 Scale 2 Public Clouds Private Clouds 

Fi
xe

d
 Structural 0.06-0.1$/cpuh 0.05-0.08 $/cpuh 0 Same as Scale2 

P
er

 jo
b

 

Services 0 0 0.12-0.19$/cpuh 0 

Data related negligible 0.007-0.01$/GB 0.1$/GB/month Same as Scale2 

Devel. costs Moderate (1) High (2) Low/very low (3) Low/very low (3) 

Sched. constraint None Moderate to high None Depends on 

resources 

Table 10—Costs summary 

(1) Management and creation of the development environment + software development. 

(2) Constrained environment, single OS, limited flexibility in setting up alternative environments. 

(3) After creation of a set of common VM environments 
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2.7 Evolution of clouds 

Cloud computing is rapidly evolving: from IaaS initial predominance the market is moving towards more 

abstract services like PaaS and SaaS.  In this sense the research landscape is structurally different from the 

traditional business environment; apart from IaaS (private and public) there is a substantial interest in 

public SaaS, mainly centered on the Hadoop ecosystem with offerings from many commercial actors like 

Microsoft, Yahoo, Amazon and IBM.  

While it's clear the role of private and public IaaS, and the growing role of pure public offerings devoted to 

SaaS, a possible future evolution will probably increase the role and importance of PaaS offerings, both 

public and private, thanks in large part to the growing importance of open source platforms, especially 

when explicit efforts for integration between the IaaS and PaaS will allow for a degree of autonomic 

management—freeing the user from the burden of allocating, checking and planning in advance the 

allocation of resources for a specific job execution. 

PaaS oriented towards scientific applications may provide a substantial reduction in the cost of developing 

new applications; leveraging existing scientific codes as libraries or toolboxes, in a form similar to existing 

environments like R or Matlab. Some combinations will probably remain less used in the future: for 

example, hybrid SaaS and PaaS face substantial hurdles in the synchronization and exchange of data 

between the private and public clouds, leading to a “data gulf” that requires substantial effort and 

research to be overcome—for example, new partitioning schemes that can take advantage of distributed 

filesystems across private and public clouds. 

As for standards, the IaaS landscape is at the moment dominated by de-facto standards like Amazon's API.  

One of the main selling point of several private cloud toolkits is the capability to operate like EC2, and 

transfer VMs from public to private and back.  It is not clear, however, whether using an interface that is 

based on a cloud infrastructure with goals and purposes that are not clearly oriented towards research is 

really worthwhile; at the same time, implementing a standard that is controlled by a single entity may 

create a form of lock-in.  Several other standardization efforts exist, like OCCI (Open Cloud Computing 

Interface) or the Open Virtualization Format (OVF), and thanks to the fact that the majority of private 

clouds are currently based on open source software toolkits like OpenNebula [66], OpenStack [67] or 

CloudStack [68], these are actually becoming a substantial main driver of adoption for these open 

standards. Some can act as “brokers” and mediate between different cloud infrastructures, while others 

can directly connect EC2 as a remote resource.  However, there is no current open source infrastructure 

that implements the full Amazon service APIs, and given its impressive rate of evolution and expansion it 

will be probably not even imaginable to have a complete, fully independent reimplementation of the core 

services like EC2 or S3. It is advisable to evaluate the current platforms, assess the degree of support for 

both Amazon's standard and true open standards to provide guidance on APIs that can be used in a way 

that does not force lock-in towards a single vendor. 

The adoption of interoperable open source platforms does have the additional advantage of facilitating 

the exchange of reusable components and VMs between institutions, to share the cost of developing and 

maintaining commonly used images, in a way similar to what has been done with science-oriented Linux 

distributions, like Scientific Linux or Rocks [59]. 
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