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Foreword

Since many years, IT outsourcing is a widespread and actively used opportunity to
transfer IT functions to third parties and thereby reduce costs. In recent years, the
current trend in the form of Cloud Computing, i. e., the sourcing of applications,
computing power and storage space over the Internet, is increasingly discussed by
scientists and practitioners. However, the promised benefits of Cloud Computing
are accompanied by a growing number of IT security incidents that are, on the one
hand, a problem for the users, as they may not be able to access and use the service
or because the confidentiality of their customer data may be compromised. On the
other hand, such security incidents are also a problem for the service providers as
they may jeopardize their reputation and may lose customers.

Therefore, the research objective of this thesis is to analyze the perception and
effect of IT security risks of Cloud Computing in detail. First, the relevant IT
security risks of Cloud Computing are identified and systematized in a structured
process, in order to later use them as a part of an empirical survey. A quantitative
empirical survey is used to examine how potential users perceive IT security risks
as well as how these risk estimations affect the adoption of Cloud Computing. At
the end, using a mathematical model specifically designed for the characteristics of
Cloud Computing scenarios, it is investigated how parameters of a scenario affect
the distribution of potential losses.

This thesis’s first part addresses the analysis of the various IT security risks of
Cloud Computing and their perception. In order to identify the individual compo-
nents of the concept “IT security”, Mr. Ackermann first presents a structured liter-
ature review. The iterative refinement of search results and the following process
of extracting all relevant individual risks and clustering them to risk dimensions
are thoroughly described. Mr. Ackermann uses the Q-sort method to systemati-
cally evaluate the resulting taxonomy. In order to further refine and evaluate the
individual risk descriptions, he conducts qualitative interviews with 24 IT security
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experts. Thereby, the exhaustiveness of the list of risks is ensured and it is possible
to discover five previously not published individual risks. Subsequently, the for-
mal specification of the latent construct “Perceived IT Security Risk” is described
and the relationships and effects between the individual constituting dimensions
and their risks is discussed. Finally, after describing the setup of the quantitative
empirical survey, the validation of the developed scale is presented. In addition
to traditional tests of the goodness of fit and the validity and reliability of indi-
cators and constructs, the scale is also tested using more advanced tests, such as
known-groups comparison or tests for nomological and multidimensional validity.

Mr. Ackermann makes several significant contributions to information systems
science: In addition to the developed scale, the analysis of the effects of the per-
ceived IT security risks on the potential users’ adoption decisions contributes to in-
formation systems literature. Based on the theory of reasoned action and previous
studies, he derives hypotheses about the decision processes of IT executives. The
hypotheses are analyzed in the form of structured equation models and their valid-
ity is confirmed using the responses of the quantitative study. The results show that
the perceived IT security risk has a double detrimental effect on Cloud Computing
adoption decisions.

In this thesis’s second part, Mr. Ackermann develops a mathematical risk quan-
tification framework which can be used to support the IT risk management process
for Cloud Computing scenarios. He describes methods with which it is possible
to identify the individual risk or component that introduces the biggest share of
the overall aggregated risk distribution. The results of the sensitivity analysis in-
dicate that scenarios are more sensitive to changes in the amount of the potential
losses, while changes to the occurrence probabilities or the number of risks have a
smaller effect on the resulting distribution. Moreover, the framework is applied to
an existing e-commerce system where two alternative security levels are compared
to each other in order to find the most economically reasonable countermeasures.
Additionally, the cost drivers of the scenario are identified with the help of the
presented methods.

The entire scale development process as well as the mathematical model’s anal-
ysis show a great degree of methodological rigor and provide many interesting re-
sults. This thesis will be valuable to readers in both, academia and practice, as it
suggests concrete recommended actions for users and providers of Cloud Comput-
ing services that can be applied during IT risk management. Therefore, I wish this
thesis a widespread distribution.

Darmstadt, September 2012 Prof. Dr. Peter Buxmann
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Abstract

Despite increasing interest in Information Technology (IT) outsourcing and the
various benefits it promises, Cloud Computing as the currently most prevalent IT
outsourcing paradigm still presents various crucial IT security risks for compa-
nies. Although the Information Systems (IS) field increasingly recognizes the im-
portance of IT security risks in Cloud Computing adoption decision-making pro-
cesses, little attention has been paid so far to fully capture the complex nature of
IT security risk and better understand its inhibitory role. Furthermore, traditional
IT risk management methods cannot be directly applied in Cloud Computing con-
texts, when data are sent to, stored, and processed by external providers, as these
methods were developed for traditional in-house IT architectures.

Against this backdrop, the first part of this thesis proposes a comprehensive con-
ceptualization of perceived IT security risk in the Cloud Computing context that is
based on six distinct risk dimensions grounded on a structured literature review, Q-
sorting, and expert interviews. Second, a multiple-indicators and multiple-causes
analysis of data collected from 356 organizations is found to support the proposed
conceptualization as a second-order aggregate construct. Third, the effects of per-
ceived IT security risks on negative and positive attitudinal evaluations in IT exec-
utives’ Cloud Computing adoption decisions are examined. The empirical results
demonstrate that high IT security risk perceptions not only fuel negative evalua-
tions of Cloud Computing. Rather, such perceptions may turn out to be a double
curse because they simultaneously devalue positive assessments of Cloud Com-
puting exacerbating reluctance to adopt Cloud Computing services. The second
part of this thesis presents a mathematical risk quantification framework that can
be used to support the IT risk management process of Cloud Computing users.
Based on simulation results, the influence of individual IT security risk parame-
ters on the overall aggregated risk distribution is analyzed. Furthermore, methods
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for the identification of cost drivers are described and the effects of introducing
inaccuracies are examined.

The combination of results, obtained through the conceptualization and assess-
ment of perceived IT security risk as well as the mathematical IT security model,
contributes to IT security and IT outsourcing research, supports the IT risk man-
agement processes of (potential) adopters during risk identification, quantification,
and treatment, and enables Cloud Computing providers to develop targeted strate-
gies to mitigate risks perceived as crucial.



Zusammenfassung

Trotz des steigenden Interesses an Information Technology (IT) Outsourcing und
den zahlreichen Vorteilen, die es verspricht, ist die Nutzung von Cloud Com-
puting, der aktuell am stärksten verbreiteten Form von IT Outsourcing, immer
noch mit verschiedensten IT Sicherheitsrisiken verbunden. Obwohl die Infor-
mation Systems (IS) Forschung zunehmend die Relevanz von IT Sicherheit-
srisiken für die Verbreitung von Cloud Computing anerkennt, wurde einer um-
fassenden Konzeptualisierung von IT Sicherheitsrisiken bisher wenig Aufmerk-
samkeit geschenkt. Zusätzlich lassen sich traditionelle Methoden des IT Risiko-
managements nicht direkt im Kontext von Cloud Computing einsetzen wenn Daten
zu externen Providern gesendet und dort verarbeitet und gespeichert werden, da
diese Methoden nur für unternehmensinterne Architekturen entwickelt wurden.

Vor diesem Hintergrund stellt der erste Teil dieser Dissertation eine umfassende
Konzeptualisierung des wahrgenommenen IT Sicherheitsrisikos im Kontext von
Cloud Computing vor, die aus sechs Risikodimensionen besteht und auf einer
strukturierten Literaturrecherche, Q-Sorting und Expertengesprächen basiert. Eine
„Multiple-Indicators Multiple-Causes Analyse“ der von 356 Unternehmen in einer
großzahligen Studie erhobenen Daten unterstützt die Konzeptualisierung als zusam-
mengesetztes Second-Order Konstrukt. Zusätzlich werden die Auswirkungen des
wahrgenommenen IT Sicherheitsrisikos auf die negativen und positiven Einstel-
lungen gegenüber Cloud Computing im Rahmen von Entscheidungsprozessen von
IT Leitern untersucht. Die empirischen Daten zeigen, dass hohe IT Sicherheit-
srisiken nicht nur die negativen Bewertungen von Cloud Computing verstärken,
sondern gleichzeitig auch die Wertschätzung der positiven Eigenschaften ver-
ringern. Der zweite Teil der Dissertation beschreibt ein mathematisches Modell
zur Risikobewertung, das den IT Risikomanagementprozess von Cloud Computing
Nutzern unterstützen kann. Basierend auf Simulationen wird der Einfluss einzelner
Parameter von IT Sicherheitsrisiken auf die gesamte, aggregierte Risikoverteilung
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untersucht. Zusätzlich werden Methoden zur Identifikation von Kostentreibern
vorgestellt und der Effekt von Ungenauigkeit der Parameter analysiert.

Die Kombination der Ergebnisse, die durch die Konzeptualisierung und Bewer-
tung des wahrgenommenen IT Sicherheitsrisikos sowie durch das mathematische
Modell erzielt wurden, trägt zur IT Sicherheits- und IT Outsourcing-Literatur bei,
unterstützt das IT Risikomanagement von (potentiellen) Nutzern und ermöglicht
es Cloud Computing Anbietern, gezielte Maßnahmen zu entwickeln, um die als
kritisch wahrgenommenen Risiken zu vermindern.



Chapter 1

Introduction

1.1 Problem Description and Motivation

Over the last couple of decades, the majority of companies have outsourced at
least parts of their information systems to external suppliers, and a broad stream of
research has been dedicated to the phenomenon of Information Technology Out-
sourcing (ITO). This development has been reinforced further by the currently
much-discussed approach of “Cloud Computing” (Mell and Grance, 2011). Cloud
Computing applications can be differentiated as Software as a Service (SaaS), Plat-
form as a Service (PaaS), and Infrastructure as a Service (IaaS) applications, de-
pending on the type of capability provided (Vaquero et al., 2009).

Cloud Computing promises to deliver all of the functionality of existing Infor-
mation Technology (IT) services at dramatically-reduced upfront costs compared
to other new technologies (Marston et al., 2011, p. 176). These promises led to
high expectations for the Cloud Computing market. According to market fore-
casts, the public Cloud Computing service market is large and growing, although
exact numbers vary widely: Gartner expects the worldwide Cloud Computing ser-
vices revenue (including public and private services) to be a $150 billion business
by 2014 (Pring et al., 2010), while AMI partners expect that Small and Medium
Enterprises (SME) are going to spend more than $95 billion on Cloud Computing
by 2014. Research done by Merrill Lynch even predicts that the Cloud Computing
market will be worth $160 billion by the year 2013.

Besides various technical and economic advantages of ITO in general and the
“Cloud” in particular (Marston et al., 2011), ITO still presents various crucial IT
security risks for companies.

Although strong efforts have been made to mitigate these risks in the past
(Pring, 2010), various recent security incidents related to Cloud Computing em-
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phasize the risks still faced by ITO adopters: The Amazon EC2 Cloud Comput-
ing services crashed in April 2011, resulting in painful data loss for hundreds of
clients; in August 2011, a lightning strike was the cause behind the downtime of
Microsoft’s Cloud Computing service “Business Productivity Online Suite”, pre-
venting the affected client companies from accessing e-mails, calendars, contacts,
and the document management system for about 48 hours.

These accidents illustrate the tremendous effects Cloud Computing-related se-
curity incidents can have on the businesses of the customers as well as the impor-
tance of proper IT risk management.

In addition to directly-affected users, broad coverage of these incidents in the
mainstream-media has reached a large number of current and potential customers,
and has had a devastating effect on the reputation of respective providers – caus-
ing an undefined amount of lost sales. This media coverage is especially relevant
in view of the fact that, in many cases, it is not the actual IT security risk that
might be crucial in deciding to outsource IT; often, it is the risk perceived by the
CIO/CEO that triggers such decisions. This fact has already been recognized in
other disciplines; for example, Gigerenzer (2004) showed that after September 11,
a great deal of travelers avoided air travel (which is typically low-risk), prefer-
ring to travel by car or bus, which resulted in approximately 350 additional lives
lost due to fatal accidents. This misjudgment of so-called “dread risks” (i. e., high-
impact, low-probability incidents such as a terrorist attack or a lightning strike at
a datacenter) is a phenomenon that has already been acknowledged in broader risk
literature (Slovic, 1987). Better understanding the perceived risk and knowledge
of such “risk controversies” in the outsourcing and, more specifically, Cloud Com-
puting contexts would allow current and potential users to better assess risks, as
well as allow providers of Cloud Computing solutions to better address the users’
(sometimes unjustified) fears.

Accordingly, researchers in our discipline have shown increased interest in
incorporating security risks in outsourcing considerations (e. g., Hahn et al., 2009;
Swartz, 2004); however, although previous research studies repeatedly found that
IT security risks are one of, if not the main risk factor considered in important
outsourcing and adoption decisions (e. g., Benlian and Hess, 2011), there has
been little discussion about the complex nature of (perceived) IT security risks,
the conceptualization of this construct, and the identification of the constituting
dimensions of this concept. Consequently, previous studies have been forced to
incorporate simple and one-dimensional measures for perceived IT security risks.

Contrary to the high expectations of the Cloud Computing market by Gartner,
AMI, and Merrill Lynch, some companies and market researchers are particularly
skeptical about Cloud Computing’s viability and applicability in strong markets
of enterprise application software, such as Enterprise Resource Planning (ERP).
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Major barriers to Cloud Computing’s adoption are said to be reliability issues
(i. e., stable access to services), information security and privacy concerns (i. e.,
security breaches and improper protection of sensitive firm data), and process de-
pendence (i. e., performance measurement and service quality), as Benlian et al.
(2009) found for SaaS applications. Security risks and cost advantages are the
most prominent factors forming IT executives’ overall opportunity-risk appraisal.
Therefore, security risks are an important determinant of firms’ attitudes towards
Cloud Computing (Benlian and Hess, 2011).

Conversely, existing findings on risk assessments are rather abstract in that
there are no in-depth empirical analyses to ascertain which IT security risk factors
associated with Cloud Computing are most influential in forming firms’ adoption
decisions.

In order to reduce the risks involved in the use of Cloud Computing, (potential)
users of this technology need to apply specific IT risk management procedures
informed by some of the characteristics of Cloud Computing. Unfortunately, most
traditional methods (see Prokein (2008) for a collection) cannot be directly applied
in Cloud Computing contexts, when data are sent to, stored, and processed by
external providers, as these methods were developed for traditional in-house IT
architectures. In particular, information systems based on Cloud Computing deal
with a large set of potential risks that are associated with high potential losses,
e. g., confidentiality- and availability-related risks.

Farahmand et al. (2008) list the quantification of IT security incidents as one
of the key questions for further research on risk management. Considering the dy-
namic nature of technologies as well as changing network and IT environments, it
becomes more and more clear how important it is to provide efficient risk assess-
ment and management methods.
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1.2 Objectives and Benefit

This thesis’s main objective is to analyze IT security in the context of Cloud Com-
puting and to improve support for IT executives in implementing proper IT risk
management. In particular, this dissertation will examine four main research ques-
tions:

1. What are the IT security risks present in the context of Cloud Computing and
how can they be systematized?

2. How do IT executives perceive the IT security risks of Cloud Computing?
3. Which IT security risks influence IT executives’ adoption decisions related to

Cloud Computing?
4. Which risk parameters influence IT security in the context of Cloud Computing

scenarios?

Because previous IT security risk studies relied on simple, unidimensional
and/or inconsistent conceptualizations (e. g., Chellappa and Pavlou, 2002; Flavián
and Guinalíu, 2006; Casalo et al., 2007; Kim et al., 2008; Pavlou et al., 2007), one
of the main objectives of this thesis is to systematically develop a comprehensive
and unambiguous meaning (i. e., conceptualization) and measurement (i. e., oper-
ationalization) of Perceived IT Security Risk (PITSR), particularly in the context
of Cloud Computing.

By addressing the first research question, this thesis makes several theoret-
ical contributions: First, we propose a conceptual framework for perceived IT
security risks and provide an in-depth conceptualization for Cloud Computing
grounded on an extensive literature review and expert interviews. This enhanced
framework and conceptualization of perceived IT security risk can be used to
enhance various existing theories, e. g., through incorporation of perceived IT
security risks in theories that explain outsourcing and adoption decisions such
as the Technology Acceptance Model (TAM) (Davis, 1989), the Theory of
Reasoned Action (TRA) (Ajzen, 1985), or the Unified Theory of Acceptance
and Use of Technology (UTAUT) (Venkatesh et al., 2003). Second, we develop
a measurement scale, which provides a comprehensive operationalization of
IT security risks in the context of Cloud Computing that captures its complex,
multi-dimensional nature and therefore establishes a basis for further empirical
research on the effects of perceived IT security risks on outsourcing decisions.

Existing risk literature shows that risk is usually considered to be composed
of sub-scales and multiple risk dimensions that are perceived separately (i. e.,
each with an individual intensity) from each other (e. g., Peter and Tarpey, 1975;
Havlena and DeSarbo, 1990; Mitchell and Greatorex, 1993; Featherman et al.,
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2006; Benlian and Hess, 2011). So far, IT security risks related to Cloud Com-
puting have not been analyzed in-depth; therefore, this thesis provides the first
detailed assessments of the perceptions of IT executives in this context.

The measurement scale, which is validated using assessments obtained by a
survey among 6,000 German companies, can be used to study how collected IT
security risks aggregate to the composite latent PITSR construct. Furthermore,
it is possible to extract the dominant risks that form large portions of the overall
perceived risk. Likewise, risks that are perceived to be uncritical or do not play an
important role during the aggregation are identified.

Previous research studies repeatedly found that IT security risks are one of,
if not the major risk factor affecting Cloud Computing adoption decisions (e. g.,
Benlian and Hess, 2011). Nevertheless, present conceptualizations of this new cat-
egory of risks lack the comprehensiveness that previous research has achieved re-
garding other classes of risks related to ITO (e. g., Earl, 1996; Bahli and Rivard,
2005; Lacity et al., 2009). Consequently, there has been little discussion about the
effect of perceived IT security risks on IT executives’ Cloud Computing adoption
intentions.

Based on the conceptualization and the results of the survey, this thesis aims
to contribute to a better understanding of the effect of IT security risks on Cloud
Computing adoption decisions. By doing so, we shed light on the dual detrimental
role of PITSR: those risks not only nurture the perceived negative utility but also
abate the perceived positive utility of Cloud Computing at the same time.

The current Cloud Computing trend raises the demand for new IT risk man-
agement approaches that incorporate the special (i. e., graph-based) structure of
such architectures: hard- and/or software, such as servers or services, (nodes) are
interconnected by data transfers (edges), and are thereby orchestrated to complex
information systems. In addition, and on a higher level of abstraction, it is possible
to treat most information systems as scenarios that consist of hard- and software as
well as data transfers. Since traditional models for security investment decisions
(e. g., Gordon and Loeb, 2002; Soo Hoo, 2000; Wang et al., 2008) are not able to
incorporate these aspects, new risk management methods for composed informa-
tion systems have to be developed.

Based on a mathematical model, we analyze which security risk parameters in-
fluence the overall IT security of Cloud Computing scenarios. Using a simulation-
based approach, we identify the individual effects of these parameters – such as
occurrence probabilities, potential losses, number of risks, and number of compo-
nents – and show how the overall risk changes when a parameter value is reduced
or increased. Knowledge of individual effects allows decision makers to better
prioritize their strategies for risk treatment. Additionally, it is possible to more ac-
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curately anticipate how the overall risk is going to change when the scenario is
altered.

In addition to these theoretical contributions, this thesis provides several practi-
cal benefits. Answering our four research questions will allow decision makers to
adequately manage the IT security risks that can arise when Cloud Computing is
used as a sourcing model. The combination of results obtained through the concep-
tualization and assessment of PITSR as well as the mathematical IT security model
supports the processes during risk identification, quantification, and treatment.

The taxonomy of IT security risks can be used as a checklist in order to identify
risks related to specific scenarios. The perceptions of other IT executives can be
used as references when risks related to individual scenarios are assessed. Knowl-
edge of risk parameters and their effects helps decision makers to better analyze
the potential losses that can arise if Cloud Computing is used.

Additionally such a conceptualization and operationalization (including the as-
sessments of these risks by IT experts) may allow (potential) users to quantify risks
in individual Cloud Computing-related scenarios, and enable providers to develop
strategies to better manage and mitigate those risks.

In this thesis, we contribute a model that supports Information Systems (IS)
security-related investment decisions in service-based information systems. It al-
lows for the assessment of cost-benefit trade-offs related to security measures esp.
by solving the key problem of calculating the probability density function of po-
tential losses (i. e., potential losses and their respective occurrence probabilities;
see figure 4.15 for an example) for a given scenario. Recent publications acknowl-
edge the fact that companies make investment choices based on individual risk
preferences and not solely on mean values (i. e., they are not purely risk-neutral
and take the variance of losses into account) (Wang et al., 2008, pp. 107f.). By
building on our model and the calculated probability density function of potential
losses, individual “attractiveness” metrics, such as the expected value, the Value-
at-Risk (Jorion, 2006), or more complex utility functions, such as the μ-σ -rule
using individual risk preferences, can be derived. Based on these metrics, decision
makers can assess the attractiveness of alternative scenarios and choose the opti-
mal security level, i. e., the most economically reasonable combination of security
measures.

Additionally, using the model, it is possible to show how the aggregated risk is
concentrated in individual scenario components, as a fraction of the overall risk.
Thus, decision makers can analyze which components of the system (e. g., ser-
vices and data transfers) induce the highest proportion of risk and whose removal
or exchange leads to the largest reduction of potential losses during the IT risk
treatment phase. This identification of cost drivers supports the understanding of
how risks emerge and propagate in the system, and shows where countermeasures
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can best be implemented. Therefore, this approach can be used in order to evaluate
and prioritize security measures.

Furthermore, it is possible to perform the task of service selection, in which a
decision maker can choose among candidates for some or all services. This can be
done by calculating the attractiveness (e. g., cost for the service combination vs.
Value-at-Risk) for each combination of candidates and selecting the combination
with the highest assessment.
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Figure 1.1 Structure of this Dissertation

1.3 Structure of this Dissertation

The remainder of this thesis is structured as shown in figure 1.1. Table 1.1 shows
which sections are related to our four research questions presented in section 1.2.
The foundations of relevant technologies and the theoretical background are in-
troduced in chapter 2. The underlying paradigm of Cloud Computing, along with
its core technological concepts and terminology, is described in section 2.1. Sec-
tion 2.2 presents the IT risk management process as well as its four phases in more
detail. Finally, work related to risks in the context of ITO and Cloud Computing is
presented in section 2.3.

Based on these foundations, the main part of this thesis is divided into two
major components: First, chapter 3 presents an in-depth evaluation of perceived IT
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What are the IT security risks present in the context of
Cloud Computing and how can they be systematized?

� � � � �

How do IT executives perceive the IT security risks of
Cloud Computing?

�

Which IT security risks influence IT executives’ adop-
tion decisions related to Cloud Computing?

�

Which risk parameters influence IT security in the con-
text of Cloud Computing scenarios?

� � �

security risks in the context of ITO and Cloud Computing. Second, a mathematical
risk quantification framework is described in chapter 4.

In the first part of chapter 3, sections 3.1 to 3.5, we present a rigorous scale de-
velopment approach by which we develop, refine and evaluate a multi-dimensional
conceptualization of perceived IT security risks and a corresponding measurement
instrument.

The scale development and evaluation approach consists of five steps: (1) the
development of measures, i. e., IT security risks, using a structured literature re-
view (section 3.1), scale evaluation and refinement (2) using the Q-sort method
(section 3.2) as well as (3) qualitative interviews among security researchers (sec-
tion 3.3), and (4) conceptualization of the construct and specification of the mea-
surement model (section 3.4). In the final step (5), the scale is validated using an
empirical survey among IT executives in section 3.5. The systematically derived
security risk taxonomy answers our first research question. By validating the scale
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using data collected from 356 organizations through a large survey, we answer the
second research question. The survey responses contain valuable assessments of
the perceived IT security risks by IT executives, and they show which risks are
perceived to be most serious.

In the second part of chapter 3, we analyze which specific risks are most influ-
ential in forming firms’ adoption decisions in section 3.6. Therein, we analyze the
impact of positive and negative attitudinal appraisals of Cloud Computing adop-
tion on behavioral intentions based on the in-depth conceptualization of Perceived
IT Security Risk (PITSR) and the developed measurement scale. Additionally, we
also assess which specific risks are most influential in forming firms’ adoption
decisions which answers our third research question.

In chapter 4, we present a mathematical risk quantification framework that can
be used to support the IT risk management process described in section 2.2. The
model – including its parameters as well as related equations and algorithms –
is introduced and described in section 4.1. The second section (section 4.2) de-
scribes simulations and methods regarding sensitivity analysis, identification of
cost drivers, and the introduction of inaccuracy. These results will be used to iden-
tify which parameters of Cloud Computing scenarios influence the IT security and
to what extent. This provides answers regarding our fourth research question. Fi-
nally, in section 4.3, we demonstrate the model’s application in the context of an
existing real-life e-commerce system by evaluating and comparing two alternative
security investments for this business process.

Chapter 5 combines the results of chapters 3 and 4, and describes recommended
actions for the individual phases of the IT risk management process for Cloud
Computing users. Additionally, the chapter also provides recommended actions
for Cloud Computing providers.

Finally, we conclude and discuss limitations as well as the theoretical, method-
ological and practical implications of our study’s results in chapter 6.



Chapter 2

Foundations

2.1 Cloud Computing

Cloud Computing is based on the idea that resources, such as software applica-
tions, Central Processing Unit (CPU) capacity, and data storage, are no longer
processed, kept, and stored at the users’ side. Instead, they are centrally and dy-
namically provided by the provider over networks, e. g., the Internet (Buxmann
et al., 2011b, p. 21). The National Institute of Standards and Technology (NIST)
defines Cloud Computing as “a model for enabling ubiquitous, convenient, on-
demand network access to a shared pool of configurable computing resources
(e. g., networks, servers, storage, applications, and services) that can be rapidly
provisioned and released with minimal management effort or service provider in-
teraction” (Mell and Grance, 2011, p. 2).

Thereby, Cloud Computing is based on the principle of virtualization and al-
location of IT-based services to worldwide distributed computers. From an eco-
nomic perspective, the providers have the advantage that they use available re-
sources more effectively and realize supply-side economies of scale. Therefore,
it is not surprising that particularly large providers such as Amazon, Google, and
Microsoft tap into this market (Buxmann et al., 2011a, p. 11).

Next to the definition of Cloud Computing, NIST defines five essential charac-
teristics in order to specify the paradigm (Mell and Grance, 2011, p. 2; Baun et al.,
2011, pp. 3f.). The essential characteristics are:

On-demand self service. Users of a Cloud Computing service can request re-
sources, such as computing and storage capacity, independently from the
provider and according to their needs without having to rely on human inter-
action with the service provider. Since the provided resources are managed
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through software, they can be scaled with minimal service provider interaction
(Marston et al., 2011, p. 178).

Broad network access. Access to the resources and services is network-based
and occurs in real-time using standard technologies and mechanisms such as the
Internet and web interfaces. This lightweight accessibility makes Cloud Com-
puting services more easy to use for potential customers (Weinhardt et al., 2009,
p. 394).

Resource pooling. The vendor-supplied resources are consolidated into pools
and allow parallel use by several users. The resources can be customized (e. g.,
in terms of amount, speed, and functionality) to match the actual needs of each
user. A specific feature of Cloud Computing is that the user has no knowledge
and no control over where the provided resources are exactly located. However,
sometimes it is possible to specify the location on a higher level of abstraction,
e. g., by country, region, or data processing center (Streitberger and Ruppel,
2009, p. 6).

Rapid elasticity. Resources can be provided quickly and in different, finely gran-
ulated quantities, thus, allowing the system to reconfigure and scale dynami-
cally (Vaquero et al., 2009, p. 54). This creates the impression of infinite re-
sources that are available at any time. Additionally, it is also possible to quickly
decrease unused resources (i. e., release them) when they are no longer required
(Mather et al., 2009, p. 8).

Measured service. Cloud Computing systems automatically control and opti-
mize the use of their resources. The resource usage is monitored, controlled,
and reported, which provides transparency for both the clients and the provider
of the service (Weinhardt et al., 2009, p. 392).

Cloud Computing is often structured into three consecutive layers which repre-
sent different service delivery models: Infrastructure as a Service (IaaS), Platform
as a Service (PaaS), and Software as a Service (SaaS). An extended Cloud Com-
puting stack architecture that additionally contains information from crowds of
people and supporting services in presented by Lenk et al. (2009).

Infrastructure as a Service. The providers on the IaaS layer supply infrastruc-
ture resources, such as storage, networking and processing capacity, and allow
their customers to upload and run arbitrary, individual software. The providers
thereby abstract the customers’ view of the physical hardware. By using virtu-
alization, it is possible to automatically “split, assign, and dynamically resize
these resources” (Vaquero et al., 2009, p. 51). Hence, the customers usually do
not know, where or in which servers exactly their data are processed. Examples
for IaaS include Amazon’s EC2 computing platform and the S3 storage service
(Buyya et al., 2008, pp. 9f.).
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Platform as a Service. On the PaaS layer, platform solutions, such as, e. g., de-
velopment platforms, are provided based on the infrastructure of a Cloud Com-
puting offering. The platforms provide development tools and Application Pro-
gramming Interfaces (APIs) for interacting with the platform as well as a run-
time environment. This facilitates the development and deployment of applica-
tions as the PaaS clients do not need to invest in the infrastructure nor manage
its complexity (Marston et al., 2011, p. 178). Examples of PaaS include Mi-
crosoft’s Azure Services Platform, Google App Engine, Salesforce’s applica-
tion development platform Force.com, Amazon’s Relational Database Services,
and Rackspace Cloud Sites.

Software as a Service. The usage of standard software solutions as a service
over the Internet is referred to as SaaS (Buxmann et al., 2008, p. 500). Thereby,
the provider offers its customers access to web-based applications, and takes
care of managing the operation and maintenance of the application and the un-
derlying hardware and software layers. While SaaS solutions generally offer
many possibilities for pricing strategies, usage-independent fees, e. g., based on
the number of users, are common (Lehmann and Buxmann, 2009, p. 523). Con-
trary to traditional, isolated software installations, SaaS typically uses the one-
to-many delivery approach which is also called “multitenancy”. This principle
refers to architectures, where a single software instance, running on a server,
serves multiple tenants (i. e., the client organizations) at the same time (Mather
et al., 2009, p. 18). This model of service delivery eliminates the need to install
the application on the client computer as the software is accessed using a stan-
dard web browser and usually runs over existing public networks, i. e., Internet
access infrastructure (Marston et al., 2011, p. 178). Examples are Google Apps,
SAP BusinessByDesign, Netsuite, or salesforce.com.
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2.2 IT Risk Management

After a short introduction of risk-related definitions in section 2.2.1, the common
phases of the IT risk management process are discussed in more detail in sec-
tion 2.2.3.

2.2.1 Risk-related Definitions

In IS and economics research, an agreed definition of risk has not been arrived at
and there are many different concepts of risk. The word “risk” is derived from the
Italian word “riscare” which means “to dare something” and, therefore, contains
negative as well as positive components (Wolke, 2008, p. 1).

In contrast, most of the currently-used definitions are primarily focused on neg-
ative deviation from an expected target state (Prokein, 2008, p. 7). These more
recent definitions refer to possible damages or potential losses of an investment –
without taking potential profits into account. Therefore, they can be categorized as
shortfall-oriented views of risk.

The often-used definition of risk by Boehm (1991, p. 33) also focuses on avoid-
ing losses: “Risk exposure (RE) is the probability (P) of an unsatisfactory out-
come (UO) times the loss (L) to the parties if the outcome is unsatisfactory”. This
definition matches the definition given by Cunningham (1967, p. 84) and contains
a mathematical formulation which states that risk is the product of an occurrence
probability and the amount of potential losses:

RE = P(UO) ·L(UO) (2.1)

Another shortfall-oriented risk measure is the Value-at-Risk which will be
introduced in section 4.1.3. Eckert (2006, p. 16) also describes risks from the
shortfall-oriented perspective because she defines risks as the occurrence proba-
bility and amount of damages or losses.

Related to economic decision theory, risk is related to the knowledge of proba-
bilities and probabilistic distributions in regard to future, uncertain events (Wolke,
2008, p. 1). This deviation from the expected value could be measured by char-
acteristics such as the standard deviation σ or the variance σ2 of the distribution.
These measures incorporate positive as well as negative deviations from the ex-
pected value and the risk is considered to be higher when the deviation increases
(Prokein, 2008, p. 7).
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More risk-related characteristics will be presented in section 4.1.3. The rela-
tions between various risk-related terms, such as “attack”, “vulnerability”, and
“threat”, are shown in section 3.1.2 in figure 3.2.

2.2.2 The Nature of Perceived Risk as Multi-Dimensional
Construct

Based on Cunningham (1967), perceived risk is commonly thought of as the feel-
ing of uncertainty regarding the possible negative consequences of adopting a
product or service and has formally been defined as the expectation of losses as-
sociated with a purchase. Additionally, perceived risk has been identified as im-
portant inhibitor to purchase behavior (e. g., Peter and Ryan, 1976). Perceived risk
is especially relevant in decision-making when the circumstances of the decision
create uncertainty, discomfort and/or anxiety, and conflict in the decision maker
(Bettman, 1973). In various contexts, such as “acceptance of banking services”
(Luo et al., 2010) or “intention to outsource business process” (Gewald and Dib-
bern, 2009), it has been shown that perceived risk has strong influence on the
forming of attitudes and decision intentions (Ajzen and Fishbein, 1980; March and
Shapira, 1987; Smith, 1992). A rich stream of literature showed that the assessment
of risk is subject to various constraints related to the decision maker, leading to
overestimation of risks (e. g., Gigerenzer, 2004; Gregory and Mendelsohn, 1993;
Slovic, 1987) and underestimation of risks, i. e., “unrealistic optimism” (e. g., Rhee
et al., 2012).

In line with Featherman and Pavlou (2003, pp. 453f.) and Gewald et al. (2006,
p. 81), we define perceived risk as “the potential for loss in the pursuit of a desired
outcome”. The perceived severity of a risk rises with increasingly negative conse-
quences or with decreasing control over the consequences (Koller, 1988, p. 267).
This is consistent with the mathematical definition of risk by Boehm (1991, p. 33)
and Cunningham (1967, p. 84), who define risk exposure as the product of prob-
ability of an unsatisfactory or undesirable outcome and the loss to the parties af-
fected if the outcome is unsatisfactory or undesirable (see equation (2.1)).

Featherman and Pavlou (2003, pp. 454f.) typifies the overall perceived risk as
having five dimensions that are related to (1) performance, (2) financial, (3) time,
(4) psychological/social, and (5) privacy. Individual consumer’s perceived risk as
well as the risk perceived at the organizational level have been found to consist
of multi-dimensional risk factors that affect product and service evaluations (e. g.,
Brooker, 1984; Kim et al., 2008; Bansal, 2011).
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2.2.3 IT Risk Management Process

With great consistency, existing literature usually describes the risk management
process as a cycle model consisting of four phases (e. g., Faisst et al., 2007, p. 513;
Mitschele, 2008, p. 31; Prokein, 2008, pp. 15f.; Wolke, 2008, pp. 3–5; Beinhauer
and Filiz, 2009, p. 91; Buxmann and Ackermann, 2010, p. 14): identification,
quantification, treatment, as well as review and evaluation. For a more detailed
process with seven phases see, e. g., Wheeler (2011, p. 46). An overview and com-
parison of nine different risk management approaches is given by Schlaak et al.
(2008). In the following sections, the common four phases of the IT risk manage-
ment process are discussed in more detail.

2.2.3.1 Risk Identification

The risk identification phase should result in the definition of relevant IT risks as
well as the categorization of existing threats (i. e., risk sources). In order to deter-
mine these business-related threats, decision makers are required to identify possi-
ble vulnerabilities in their specific IT systems. Only after obtaining knowledge of
the weak points, it becomes possible to determine which threats can exploit them
and, thus, are relevant for risk management (Prokein, 2008, p. 16).

For the identification of IT risks, companies can employ various available meth-
ods that can be categorized into collection methods, creativity methods, as well as
analytical search methods. Collection methods, such as checklists or expert in-
terviews, have the risk-specific data collection in common. Therefore, they are
mainly suitable for the identification of already known IT security risks. Creativ-
ity methods such as, brainstorming or the Delphi method, are based on creative
processes, which are characterized by divergent thinking. Thus, they can be used
to anticipate future previously unknown risks. Analytical search methods use the
existing IT infrastructure and its characteristics as a starting point for searching
vulnerabilities and threats (Prokein, 2008, pp. 19f.). Examples for these methods
are threat or attack trees (Amoroso, 1994, pp. 15–29), or penetration tests (Eckert,
2006, pp. 76–86).

Reports from security-related organizations addressed IT security risks related
to Cloud Computing. These reports can be used during the risk identification phase
as checklists in order to discover more threats and risks in the individual scenario.
For example, the Cloud Security Alliance provides guidelines and practical recom-
mendations for managers that aim to protect security, stability, and privacy when
using Cloud Computing (Cloud Security Alliance, 2011). Additionally, the Cloud
Security Alliance issued a whitepaper including in-depth descriptions of the top
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seven threats to Cloud Computing (Cloud Security Alliance, 2010). Likewise, the
European Network and Information Security Agency (ENISA) also published rec-
ommendations regarding information security risks for potential and existing users
of Cloud Computing (European Network and Information Security Agency, 2009).
The report describes major risks, and presents an information assurance framework
including technical measures for risk mitigation and provides guidelines regarding
the assessment of security risks and benefits involved in the use of Cloud Comput-
ing.

A considerable amount of literature has been published on the risks related
to ITO and classifications for related risks and challenges are discussed in various
publications1. Earl (1996) discusses risks of traditional ITO, such as the possibility
of hidden costs, business uncertainty, outdated technology skills, loss of innova-
tive capacity, and technology indivisibility. Comprehensive reviews of literature
on ITO are published by Dibbern et al. (2004) as well as Willcocks et al. (2007).
A review of the ITO and Application Service Provision (ASP) literature is given
by Lacity et al. (2009). They reviewed 34 published papers on ITO risks and risk
management and list the 28 commonly mentioned risks. Major risks are contract,
security, or privacy breaches by the vendor, poor capability or service, lack of
trust, and vendor lock-in due to high switching costs. Methods for ASP risk mit-
igation are presented in Kern et al. (2002b). Mullender (1993) discusses the risks
of distributed systems, consisting of processing elements and the communication
networks, which can both fail or be attacked. The overall, distributed system of-
fers more possibilities of interference, compared to in-house systems with their
smaller attack surface. The failure of a single, central service might lead to the
whole system’s breakdown. More recent publications address business-oriented
and service-specific threats in the context of the Internet of Services in which char-
acteristics, such as loose coupling, composability and intermediary market places,
are exploited (Miede et al., 2010a).

The quality of the results of the risk identification phase has a significant influ-
ence on the further phases of the IT risk management process. Since risk identifi-
cation is an ex-ante analysis, there is always an inherent risk that not all business-
related vulnerabilities, threats, and risk identified. Therefore, deficient and incom-
plete risk identification can result in additional, unanticipated losses for the com-
pany.

1 Compare, in the following, Ackermann and Buxmann (2010); Ackermann et al. (2013).
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2.2.3.2 Risk Quantification

The quantification of the identified IT-related risks is used to estimate to what ex-
tent these risks can endanger the achievement of corporate goals. Usually, the level
of risk is determined by the parameters occurrence probability (i. e., the frequency
of losses) and the amount of potential losses (i. e., the severity). An important
characteristic of risk quantification is that it is referring to future events. There-
fore, the phase always deals with imperfect information about the characteristics
of the two risk-related quantities. Additionally, it is difficult to extrapolate these
variables based on collected historical data because attacks and security measures
change quickly due to rapid technological improvements (Prokein, 2008, pp. 16f.).
For this reason, often multiple methods are used to estimate the loss frequency
and severity. The accuracy of the results strongly depends on the quality, quantity,
and topicality of the underlying data and information. Often used methods include
scorecard-based reports, expert interviews, self assessments, as well as stochastic
and causal methods (Faisst et al., 2007, pp. 514f.).

IT risk quantification methods in the form of metrics and risk measures for
IT security have been examined only recently2. The Return on Security Invest-
ment (ROSI) is derived from the classic Return on Investment (ROI) which rep-
resents the financial gain of a project in relation to its total cost. ROSI measures
the effect of risk mitigation in relation to a security measure’s costs (Sonnenreich
et al., 2006). Pinto et al. (2006) use a risk-based ROI which distinguishes between
incident types and incorporates bypass rates to determine costs and benefits of se-
curity solutions. For a number of particular risks, formulas have been proposed to
quantify the related losses. Patterson (2002) presents a formula for the estimated
average cost of one hour of server downtime. Dübendorfer et al. (2004) define met-
rics for large scale Internet attacks, including downtime related loss, the loss due to
disaster recovery, and liability cost which incur because contracts with third parties
cannot be fulfilled and these third parties demand financial compensation. A risk
model that is related to service networks is presented by Pang and Whitt (2009).
They analyze service interruptions in large-scale service systems and quantify the
impact of service interruptions with increasing scale of the systems. A survey of
further economic security metrics is given by Böhme and Nowey (2008).

There is also a body of literature based on more complex quantification ap-
proaches regarding IT security investments. These publications, however, are not
focused on systems, where Cloud Computing is used. Gordon and Loeb (2002)
present an economic model which derives an optimal level of information security
spending to protect a given set of information. Their model incorporates the vul-
nerability of information to a security breach and the potential losses resulting if

2 Compare, in the following, Ackermann and Buxmann (2010); Ackermann et al. (2013).



2.2 IT Risk Management 19

such breaches occur. Wang et al. (2008) introduce the concept of Value-at-Risk in
order to measure the stochastic behavior of daily losses due to security exploits. By
using a Value-at-Risk approach they consider extremal yet perhaps relatively rare
incidents and allow decision makers to make investment choices based on their
own risk preference.

2.2.3.3 Risk Treatment

Based on the quantification of risks, the risk treatment phase aims at making deci-
sions about how to deal with these risks. For this purpose, various approaches, such
as risk reduction using technical countermeasures or transfer of risks using insur-
ances by third parties, are available. Boehm (1991, p. 34) specifies three possible
strategies for risk treatment, i. e., risk reduction, risk avoidance (through complete
reduction of the probability and/or the potential losses), and risk transfer (e. g., to
insurance companies). Often, decision makers face the problem to economically
evaluate all possible measures as this requires a comparison of the effects of a mea-
sure (i. e., the reduction of future expected losses) and its implementation costs for
taking action (Prokein, 2008, p. 17).

The effects of certain security measures can be evaluated through qualitative
analysis of all risks, e. g., in the form of a risk exposure matrix (Wheeler, 2011,
pp. 114f.), where all risks are placed based on their likelihood and severity. Those
serious risks with higher ratings have to be treated before the medium- or low-level
risks.

Eckert (2006) contains examples of security strategies as well as security archi-
tectures. The book provides detailed technical descriptions related to risk treatment
in the fields of security models, cryptographic methods, signatures, key manage-
ment, authentication methods, access control, and network security measures.

A number of recent, Cloud Computing-related reports provide guidance for risk
treatment. A discussion of minimum security requirements for Cloud Computing
providers can be found in Bundesamt für Sicherheit in der Informationstechnik
(BSI) (2010). More technical, operational security guidance in Cloud Computing-
related domains such as virtualization, data center operations, or encryption and
key management is described in Cloud Security Alliance (2011).

Existing IT risk management literature provides several approaches that sup-
port IT security-related investment decisions during the phase of risk treatment3.
A more formal approach in the field of decision support when taking measures is
proposed by Faisst and Prokein (2005). They present a mathematical optimization
model that helps decision makers determine the optimal amount to be invested in

3 Compare, in the following, Ackermann and Buxmann (2010); Ackermann et al. (2013).
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technical countermeasures (i. e., risk reduction) and insurance policies (i. e., risk
treatment). Soo Hoo (2000) proposes a modeling approach that involves uncertain
bad events causing losses and security countermeasures. He uses a decision analy-
sis approach to evaluate a set of different levels of information security. Dutta and
Roy (2008) developed a system dynamics model of the interplay between technical
and behavioral security factors. They study the patterns in the value of an organiza-
tion’s IT over time in order to quantify the impact of security mechanisms. Based
on stock-flow models for the user reaction sector as well as the organizational re-
actions associated with information security, they analyze responses to standard
input test patterns. A game theory model is presented by Cavusoglu et al. (2004a).
The model can be used to find the most cost effective configuration for intrusion
detection systems based on the probability of intrusions and the costs occurring
each time the organization manually monitors the audit trail for a possible intru-
sion. The application of real options techniques to information security is shown
by Herath and Herath (2008). They propose a model which incorporates active
learning and postauditing and can be used for the assessment of the value of infor-
mation security assets and for the evaluation of investment decisions. Further risk
mitigation approaches and strategies are described by Wheeler (2011, pp. 154–
162).

With respect to Cloud Computing and the phase of risk treatment, specific meth-
ods with which it is possible to objectively assess and evaluate different counter-
measures are missing. The phase of risk treatment offers possibilities for adjust-
ing the security level of an IT scenario to state of the art measures and practices
(Amoroso, 1994, p. 349). For example, it is possible to support risk treatment by
providing lists of security measures that map Cloud Computing-related risks to
applicable preventive actions. However, countermeasures should always be used
in an economically reasonable way. As it is almost impossible (i. e., associated
with high financial costs) to reach 100% security (Wheeler, 2011, p. 21), decision
managers need to weigh the trade-off between increased security and the costs in-
volved for the countermeasures. Additionally, security controls may also introduce
new complexities to an environment (Wheeler, 2011, p. 11).

2.2.3.4 Risk Review and Evaluation

The IT risk management process is concluded by the risk review and evalua-
tion phase that is sometimes called “risk monitoring” (Schlaak et al., 2008, p. 4).
During the former three phases, i. e., risk identification, quantification, and treat-
ment, an ex-ante view of IT risks has been made. On the contrary, the risk review
and evaluation phase serves to control the ex-post analysis of the occurred losses
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and the critical evaluation of the assumptions and decisions made in the previous
phases.

Moreover, the duties of the control phase include ongoing reporting to different
stakeholders, such as regulatory authorities as well as responsible persons in the
company’s management.

IT risk management does not generally only occur once. Instead, it is a contin-
uous process, as the tools of the attackers, but also the available security technolo-
gies constantly evolve (Faisst and Prokein, 2005; Prokein, 2008).
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2.3 Risks in the Context of IT Outsourcing and Cloud

Computing

The analysis of risks related to different forms of Outsourcing has a long history
in IS research and was merely done in studies that contrasted these risks with the
opportunities in order to explain Outsourcing decisions. It is observable that the
focus on specific risk dimensions changed over time and with the object of study
– for example research on risks related to traditional IT outsourcing has tended to
focus on strategic and financial risks rather than IT security in detail. With the rise
of ASP and Cloud Computing the focus of the respective studies moved more and
more in the direction of risks related to IT Security (see tables 2.1 and 2.2).

Early studies on IT outsourcing, such as, e. g., Quinn and Hilmer (1994), focus
on the major strategic costs and risks of IT outsourcing and identify “loss of critical
skills or developing wrong skills”; “loss of cross-functional skills”; “loss of con-
trol over a supplier”. Loh and Venkatraman (1995) investigate how benefits and
risks can serve as determinants of performance for IT outsourcing using a survey
among 159 Chief Information Officers (CIOs). In 1996, Earl identified eleven risks
associated with outsourcing IS services and distinguishes organizational, technical
and operational, economic, and strategic risks. Bahli and Rivard (2003) propose
a scenario-based conceptualization of IT outsourcing risk is and in a follow-up
study, they suggest that client, supplier, and transaction are the three major sources
of risk factors for IT outsourcing based on transaction costs theory (Bahli and Ri-
vard, 2005). Aubert et al. (2005) propose a framework for the management of IT
outsourcing risk, and validate the framework using data gathered in five case stud-
ies. Based on a literature review, they identify the main undesirable outcomes that
may result from an IT outsourcing decision. Gewald and Dibbern (2009) analyze
the factors that form an organization’s attitude towards external procurement as
well as its intention to adopt outsourcing. Based on the framework of Cunningham
(1967), they identify financial, strategic, performance and psychosocial risk and
model the adoption of outsourcing based on a risk-benefit analysis. In an extensive
literature review on IT outsourcing, Lacity et al. (2009) identify 28 different risks
related to IT outsourcing and discuss practical implications of those risks. These
risks include, e. g., “breach of contract by the vendor”, “cultural differences be-
tween client and supplier”; “excessive transaction costs”; “loss of autonomy and
control over IT decisions”; “vendor lock-in”, and also the risk of “security/privacy
breech”.

In the context of ASP, Jayatilaka et al. (2003) list 15 factors that explain the
ASP choice – various of these factors can be considered as potential risks (or po-
tential undesired outcomes), such as, e. g., “knowledge risk”, “(insufficient) se-
curity of ASP”, “(insufficient) ease of modification of the application”, “(insuffi-
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cient) compatibility with existing infrastructure”. Currie et al. (2004) propose 28
Key Performance Indicators (KPIs) for potential ASP customers – the underper-
formance regarding those KPIs can be interpreted as “undesired outcome” – and
reports that (based on a survey) the top KPIs are “data security and integrity”; “dis-
aster recovery, back-up and restore”; “Service Level Agreements (SLAs)”; “finan-
cial stability of vendor”; “concentration on ‘core’ activities”.

With regard to Cloud Computing, Armbrust et al. (2010) take a more technical
perspective and identify three obstacles for adopting Cloud Computing solutions,
five obstacles for the growth of Cloud Computing, and two policy- and business-
related obstacles. Benlian and Hess (2011) study the opportunities and risks associ-
ated SaaS perceived by IT executives at adopter and non-adopter firms. The results
of their survey indicate that for SaaS adopters as well as non-adopters, security
threats are the dominant factor influencing IT executives’ overall risk perceptions.

With the advent of new types of outsourcing (i. e., ASP and Cloud Computing),
IT security risk became the most salient perceived risk dimension and get increas-
ingly relevant for IS research – nevertheless, no comprehensive conceptualization
of this construct exists and current studies were limited to simple and high-level
conceptualizations with various and heterogeneous indicators (e. g., Chellappa and
Pavlou, 2002; Flavián and Guinalíu, 2006; Casalo et al., 2007; Kim et al., 2008;
Pavlou et al., 2007). Therefore, we propose and empirically validate a conceptual-
ization of “perceived IT security risk” (PITSR) in the context of Cloud Computing
in chapter 3 as part of our evaluation of perceived IT security risks.
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Table 2.1 Selected Studies on the Risks of IT Outsourcing and Business Process Outsourcing

Study Focus of the Study
(related to Risk)

Identified / Discussed Risks

Research Area: Information Technology Outsourcing / Business Process Outsourcing

Quinn and
Hilmer (1994)

Comparison of IT outsourcing re-
lated strategic benefits and risks

“Loss of critical skills or developing
wrong skills”; “loss of cross-functional
skills”; “loss of control over a supplier”

Loh and Venka-
traman (1995)

Analysis of risks as explanatory
factors for outsourcing decisions

“Control risk”; “opportunism risk”

Earl (1996) Identification of risks related to
outsourcing

“Possibility of weak management”; “inex-
perienced staff”; “business uncertainty”;
“outdated technology skills”; “endemic
uncertainty”; “hidden costs”; “lack of or-
ganizational learning”; “loss of innovative
capacity”; “dangers of an eternal triangle”;
“technological indivisibility”; “fuzzy fo-
cus”

Bahli and Rivard
(2003)

Scenario-based conceptualization
of risks related to IT outsourcing

“Lock-in”; “contractual amendments”;
“unexpected transition and management
costs”; “disputes and litigation”

Aubert et al.
(2005)

Identification of eight types of
possible undesirable outcomes of
IT outsourcing

“Unexpected transition and management
costs”; “switching costs”; “costly contrac-
tual amendments”; “disputes and litiga-
tion”; “service debasement”; “cost esca-
lation”; “loss of organizational compe-
tency”; “hidden service costs”

Bahli and Rivard
(2005)

Identification of risk factors for
IT outsourcing and development
of a respective measurement scale

“Asset specificity”; “small number of
suppliers”; “uncertainty”; “relatedness”;
“measurement problems”; “(insufficient)
expertise with the IT operation”; “(insuf-
ficient) expertise with outsourcing”; “(in-
sufficient) expertise with the IT opera-
tion”; “(insufficient) expertise with out-
sourcing”

Gewald et al.
(2006); Gewald
and Dibbern
(2009)

Identification of risks (based on
the framework of Cunningham,
1967) related to Business Process
Outsourcing

“Financial risk”, “performance risk”,
“strategic risk”, “psychological risk”

Lacity et al.
(2009)

Review of IT outsourcing-related
literature and identification of the
most common discussed IT out-
sourcing risks

Identification of 28 risks, such as “breach
of contract by the vendor”, “cultural differ-
ences between client and supplier”; “ex-
cessive transaction costs”; “loss of auton-
omy and control over IT decisions”; “ven-
dor lock-in”; “security/privacy breech”
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Table 2.2 Selected Studies on the Risks of Application Service Provision and Cloud Computing

Study Focus of the Study
(related to Risk)

Identified / Discussed Risks

Research Area: Application Service Provision (ASP)

Kern et al.
(2002c)

Identification of IT outsourcing
risks and comparison of these
risks between IT outsourcing and
ASP

Identification of 15 risks, such as “unre-
alistic customer expectations”; “oversold
supplier capability”; “supplier going out
of business”; “incomplete contracting”;
“supplier subcontracting problems”; “se-
curity breach”; “application unavailabil-
ity”; “slow response time”

Jayatilaka et al.
(2003)

Study of 15 factors to explain
ASP choice

Key risks identified are “knowledge risk”,
“(insufficient) security of ASP”, “(insuf-
ficient) ease of modification of the appli-
cation”, “(insufficient) compatibility with
existing infrastructure”

Currie et al.
(2004)

Evaluation of 28 KPIs for poten-
tial ASP customers (the underper-
formance regarding those KPIs
can be interpreted as undesired
outcome)

The top five rated KPIs are “data security
and integrity”; “disaster recovery, back-
up and restore”; “Service Level Agree-
ment (SLA)”; “financial stability of ven-
dor”; “concentration on ‘core’ activities”

Research Area: Cloud Computing

Armbrust et al.
(2010)

Identification of obstacles for
Cloud Computing adoption and
growth

“Availability/business continuity”; “data
lock-in”; “data confidentiality and au-
ditability”; “data transfer bottlenecks”;
“performance unpredictability”, “(prob-
lem of) scalable storage”; “(difficulties re-
lated to identify and remove) bugs in large
distributed systems”; “(problems related
to) scaling quickly”; “reputation fate shar-
ing”; “(problems regarded to) software li-
censing”

Benlian and
Hess (2011)

Analysis of salient risk dimen-
sions of the perceived risk of
SaaS adoption

“Security risk”, “economic risks”, “perfor-
mance risks”, “strategic risks”, “manage-
rial risks”



Chapter 3

Evaluation of Perceived IT Security Risks

In the course of this chapter, we develop a measurement scale for the Perceived IT
Security Risk (PITSR) related to Cloud Computing1.

PITSR captures an organization’s perception or attitude related to risks that are
affecting the safety and security of a company’s IT when Cloud Computing is
used as a sourcing model.

On the basis of established scale development guidelines (Churchill, 1979; De-
Vellis, 2003; Hinkin, 1998; MacKenzie et al., 2011), we use a systematic five-step
process, involving a variety of methods in order to develop, refine, and evaluate
PITSR measurement. The process is completely bottom-up as we synthesize, re-
fine, and evaluate the results of the explorative literature review in order to build an
exhaustive and mutually exclusive taxonomy of IT security risks related to Cloud
Computing. The dimensions and risk items are not predetermined top-down, but
emerge during scale development and refinement. As shown in figure 3.1, the five
steps were (1) a structured literature review in order to develop the initial measures,
(2) the Q-sort method to refine the wording and to confirm the initial clustering of
risks to risk dimensions, (3) qualitative interviews in order to further evaluate and
refine the scale’s measures, (4) construct conceptualization and model specifica-
tion, and (5) the empirical survey to collect the data and to empirically validate the
instrument.

1 Compare, in the following, Ackermann et al. (2012).

T. Ackermann, IT Security Risk Management, DOI 10.1007/978-3-658-01115-4_3, 
© Springer Fachmedien Wiesbaden 2013
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Figure 3.1 Activities and Outcomes of the Five-Step Scale Development Process
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3.1 Development of Measures Using a Structured Literature

Review

A structured literature review was conducted in order to develop the content do-
main by generating our initial pool of risk items that represent the construct2.

The literature review is based upon the approach described by vom Brocke et al.
(2009). Hence, the procedure of excluding (and including) sources has to be made
as transparent as possible. Moreover, the review should provide high validity and
reliability in order to proof credibility. According to vom Brocke et al. (2009, p. 4),
validity in this context is defined as “the degree to which the search accurately un-
covers the sources”. This involves the selection of scientific databases, keywords,
and journals (Levy and Ellis, 2006). Reliability characterizes the “replicability of
the search process”.

Cooper et al. (2009) define a taxonomy of literature reviews which allows de-
scribing our methodology.

We focused on the research outcomes described or applied in the analyzed arti-
cles. Our goal was to integrate existing risk items into our work. We summarized
and synthesized these items and took a neutral perspective. However, it is not pos-
sible to perform the selection of relevant risks completely neutral, as this extrac-
tion of technological risk items might be subjective to our interpretation. We tried
to gain exhaustive coverage, but we were limited to those sources available for
download by the seven chosen scientific databases. Our results are organized and
arranged conceptually, so that works relating to the same items appear together.
Our intended audience are IS researchers specialized in IT outsourcing or IT risk
management, but our results might also be of value for other researchers in the IS
community.

The following subsections describe our selection of sources and keywords with
which we queried the databases.

3.1.1 Selection of Scientific Databases

For our collection of relevant publications, we used the following databases which
taken together allow searching more than 3,000 business- and IT-related journals:
EBSCOhost (with Business Source Premier (BSP) and EconLit databases), ISI
Web of Knowledge (with Web of Science database) and Science Direct. We ex-
cluded Wiley Online Library and ingentaconnect as their usage would not have led
to an increased coverage of top IS journals.

2 Compare, in the following, Ackermann et al. (2011).
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As our goal is to collect IT-related risks, we also queried the ACM Digital
Library and the IEEE Xplore Digital Library as they cover the majority of pub-
lications from computer science disciplines. The AIS Electronic Library (AISeL)
was used to cover the Journal of the Association for Information Systems (JAIS)
as well as the proceedings of major IS conferences, such as European Conference
on Information Systems (ECIS) and International Conference on Information Sys-
tems (ICIS).

This selection of scientific databases allowed searching the abstracts of 100%
of the top 25 Management Information Systems (MIS) journals3 and allowed ac-
cessing the full text of 92% of these ranked publications. However, some of them
were only accessible after a certain delay and eight recent papers could not be
downloaded because of these embargos.

We chose to query whole scientific databases without restricting the searches
to specific journals or proceedings in order to gain high coverage of all relevant
sources, to be as exhaustive as possible, and to find more risks. For the same reason,
the queries were not restricted to a fixed time frame. We searched all covered years
and did not exclude older papers.

3.1.2 Selection of Keywords

We were looking for papers in English language whose titles indicated that the
publication is about IT outsourcing. Out of those, we were looking for papers that
mention risk-related terms in either the title or the abstract.

The keywords were selected from the domains of IT outsourcing and IT security
risks. To assure the quality of the keywords, the selection was done iteratively by
sending test queries to the databases and by adding multiple synonyms and plural
forms. For the terms related to IT outsourcing, we added commonly mentioned
service models, and according acronyms, such as Cloud Computing, Software-
as-a-Service, ASP, and SaaS. In conclusion, we queried the databases using the
following keywords4:

3 http://ais.affiniscape.com/displaycommon.cfm?an=1&subarticlenbr=432 [2012-03-14]
4 The keywords “IS” and “IT” have only been used with scientific databases that do not treat “is”
and “it” as stop words. We used hyphens whenever possible, e. g., to search for “Software-as-a-
Service” as well as “Software as a Service”.
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Figure 3.2 Relations between the risk-related terms “attack”, “threat”, “risk”, and “vulnerabil-
ity”, based on Miede et al. (2010b).

( ( sourcing OR outsourcing OR outsource )
AND ( information-technology OR information-technologies OR
information-system OR information-systems OR service OR services
OR application OR applications OR software OR IS OR IT ) )

OR
( cloud-computing OR software-as-a-service OR saas OR platform-
as-a-service OR paas OR infrastructure-as-a-service OR iaas OR
application-service-providing OR application-service-provider OR
application-service-providers OR ASP OR netsourcing OR

esourcing )
�

Listing 3.1 Keywords related to IT Outsourcing

security OR safety OR risk OR danger OR weakness OR
vulnerability
OR attack OR threat OR risks OR dangers OR weaknesses OR
vulnerabilities OR attacks OR threats

�

Listing 3.2 Keywords related to Risk

Figure 3.2 provides the relations between some of the risk-related terms we
used. Throughout this thesis, we use the term “risk” because especially from a risk
management point of view, the metrics, associated with the threats and the affected
assets, are important.
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3.1.3 Search Filters

The search for papers with a title related to IT outsourcing and risk-related terms in
title or abstract took place between May 28 and June 7, 2010, and resulted in 576
sources. We used further filters, such as searching for journals and proceedings
only, papers with full text available, as well as exclusion of biology and chemistry
journals. Application of these further search filters excluded 335 of the papers and,
thus, reduced the set of relevant papers.

The resulting 241 papers identified by keyword search have subsequently been
evaluated, based on their titles and other metadata, and later based on their ab-
stracts, in order to assess their relevance for this study. 84 papers were out of scope
and were therefore excluded.

Out of the remaining 157 papers, we were able to download 149. These have
been evaluated based on a review of the whole content. This step resulted in exclu-
sion of another 84 papers which were out of scope. Backward or forward searches
were not part of our literature search strategy. Table 3.1 summarizes the steps done
to reduce the number of relevant papers.

Finally, the search resulted in 65 final papers, which are listed in appendix A.1.
The period covered by all 65 publications is 1993 to 2010, whereas 65% of all
papers found have been published between 2007 and 2010. Content analysis of the
final 65 papers resulted in 757 risk items.

3.1.4 Successive Refinement of Risk Items

In the following subsections, we describe the procedure used to successively refine
the risk items and the taxonomy’s dimensions. The method is comparable to the
item sorting and grouping approach used by Ma et al. (2005, p. 1073).

Item Reduction

The high number of 757 initial risk items required us to reduce the number of items
to a manageable set. Accordingly, as a first step, we merged items with same or
similar meanings, e. g., “Poor response speed”, “Low responsiveness”, and “Unre-
sponsiveness”. By removing these duplicates, redundancy was reduced.
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Table 3.1 The number of resulting papers after applying the search filters and after manual con-
tent filtering for each of the seven scientific databases.

May/28
2010

May/28
2010

May/28
2010

May/28
2010

May/28
2010

May/31
2010

Jun/07
2010

ACM EBSCO
BSP

EBSCO
EconLit

IEEE Web of
Science

Science
Direct

AISeL Total

A: Title is related to
IT Outsourcing

105 2.220 109 612 3.542 724 70 7.382

B: Title is related to
Risk

3.519 149.718 30.795 22.947 100.001 107.609 495 415.084

C: Abstract is re-
lated to Risk

12.123 589.510 56.605 83.591 n. a. 323.391 738 1.065.958

B OR C 13.122 631.609 73.403 87.307 100.001 376.688 1.122 1.283.252

A AND (B OR C) 12 267 5 84 153 50 5 576

Further Search Fil-
ters

10 31 1 81 71 42 5 241

Filter By Title and
other Metadata

10 31 0 81 71 42 3 238

Filter By Abstract 10 29 0 69 21 25 3 157

Papers available for
Download

10 29 0 69 16 22 3 149

Review by whole
Content

5 12 0 26 7 14 1 65

Regrouping of Items

In this step, we tried to cluster similar items into different dimensions in order to
build a suitable taxonomy. We iteratively moved the risk items from one dimension
to another and added, renamed, or removed dimensions. This procedure led to new
dimensions and concepts that we initially had not anticipated. The dimensions’
names are chosen to match existing dimensions from IT security and quality of
service literature. Table 3.2 lists the sources for each risk dimension.

Rarely referenced items that are subtypes of other items were also merged. For
example, the items “Misuse services for sending spam” and “Misuse services for
phishing”, with one source each, were merged because they are more concrete
instances of the item “Identity theft”, i. e., the misuse of compromised credentials.
Thereby, we decreased the items’ redundancy.

The step of regrouping items was repeated multiple times. For four iterations,
we invited other IS and computer science experts into different regrouping stages
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Table 3.2 Sources for the Risk Dimensions
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Gouscos et al. (2003) � � � � �
Avižienis et al. (2004) � � � �
Carr et al. (1993) � �
Olovsson (1992) � � �
Landwehr (2001) � � � �
Álvarez and Petrović (2003) � � � �

in order to achieve a gradual improvement of the clusters and to get feedback from
different research backgrounds. In total, eight experts took part as coders in these
regrouping sessions: Four IS or computer science researchers who hold a doctoral
degree, three doctoral candidates researching on IT security in the context of Cloud
Computing and one IS student.

After each iteration, we made sure, that the dimensions are exhaustive, i. e.,
that all items have been assigned to a dimension and that there are no items that
do not fit into any of the dimensions. Furthermore, we analyzed the dimensions’
intra-group homogeneity, i. e., that all items of a group are similar to each other.
The initial pool of 39 risk items is shown in table 3.3, while tables A.1 and A.2 in
appendix A.2 present detailed statistics on the sources (out of the 65 final papers
of the literature review) for each risk item. Table 3.3 also contains the number
of sources for each risk item (#S) as well as the number of individual sources
mentioning at least one risk of a risk dimension.

The most frequently mentioned item (“Network performance problems”) shows
the literature’s high level focus on the topic, while only a small amount of sources
name specific attacks, such as eavesdropping or manipulation of transferred data.

It is remarkable, that only a small number of sources mention integrity-related
risks (eight sources) because compromised integrity, for example, due to data mod-
ifications, can indirectly lead to a breakdown and downtime of a service. Like-
wise, risks related to accountability (14 sources), such as insufficient logging of
performed actions and vulnerabilities in authentication and authorization mecha-
nisms, may be causes of other more serious risks that are related with confidential-
ity, integrity, and availability. Risk items of the other four categories are mentioned
by 31 to 37 sources. Furthermore, only “attacks” on integrity are discussed while
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Table 3.3 Initial Pool of Items after the Literature Review

Short Risk Item Description #S

C
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34
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Supplier looking at sensitive data 18
Compromised data confidentially 15
Disclosure of data by the provider 12
Insufficient protection against eavesdropping 7
Eavesdropping communications 4

In
te

gr
ity

8
so

ur
ce

s Data manipulation at provider side 5
Accidental modifications of transferred data 3
Manipulation of transferred data 3
Accidental data modifications at provider side 2

A
va

ila
bi

lit
y

37
so
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ce

s

Discontinuity of the service 13
Insufficient availability and low uptime 12
Unintentional downtime 9
Insufficient protection against downtime 7
Service delivery problems 6
Loss of data access 5
Technical issues and system failures 5
Attacks against availability 4
Data loss at provider side 4

Pe
rf

or
m
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ce

36
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s

Network performance problems 24
Limited scalability 11
Deliberate underperformance 8
Insufficient service performance 7
Insufficient protection against underperformance 4

A
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ty
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Access without authorization 6
Attackers generate costs 5
Identity theft 5
Insufficient logging of actions 3
Insufficient user separation 3

M
ai
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ai
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y

31
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Incompatible with new technologies 17
Inflexibility regarding business change 14
IT becomes undifferentiated commodity 8
Incompatible business processes 6
Proprietary technologies 6
Costly modifications are necessary 4
Insufficient maintenance 4
Limited customization possibilities 3
Limited data import 3
Service does not perfectly fit 2
Unfavorably timed updates 2

#S: number of sources (out of the 65 final papers of the literature review) mentioning the risk



36 3 Evaluation of Perceived IT Security Risks

none of the sources discusses risks caused directly by compromised integrity, such
as that the data may become unusable, files cannot be opened anymore, or that
specific values in transmitted data (e. g., order quantities) are manipulated which
might lead to false data in the planning systems.

Compared to the availability (nine risks) and maintainability (eleven risk) di-
mensions, fewer risk items are mentioned related to integrity, confidentiality, per-
formance, and accountability. This is especially the case for performance risks,
where 36 sources name only five different risk items.

The initial risk items developed in this section were further purified and refined
using the Q-sort method and structured interviews with IT security experts.
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3.2 Scale Evaluation and Refinement Using the Q-Sort Method

The Q-sort method is an iterative process in which the degree of agreement be-
tween judges forms the basis of assessing construct validity and improving the re-
liability of the constructs (Nahm et al., 2002). The process combines validation of
content and construct through experts and/or key informants who group items ac-
cording to their similarity. Furthermore, it also eliminates items that do not match
posited constructs (Straub et al., 2004).

In each round, the judges were read short definitions of the six target dimen-
sions. Then, they were asked to assign randomly shuffled cards with the 39 risk
items to exactly one of the six target dimensions. This was done in order to test if
all items can be assigned to exactly one of the existing dimensions. By doing so,
we checked whether the dimensions are exhaustive and mutually exclusive, and
whether the classification is unambiguous. We also asked the judges to name risks
that are on another level of abstraction, i. e., to specific or to general, risks that
could be merged together and risks where the assignment was difficult or unclear.
After all cards were placed, the judges were told to check all assignments again
and reorder cards if there was need to change.

After each of the three rounds performed, we calculated metrics described by
Moore and Benbasat (1991) as well as Anderson and Gerbing (1991) in order to
assess the validity of our categorization (see table 3.4). Therefore, we measured
the percentage of judges that placed an item in the target dimension. This metric is
also called “proportion of substantive agreement” and reported as “Average Item
placement ratio” in table 3.4. For each dimension, we calculated the proportion
of the target items that were correctly placed by the judges, i. e., the “class hit
ratio”. Additionally, we tested the inter-rater reliabilities by measuring the level of
agreement between each pair of judges for each item. This metric is also called
Cohen’s Kappa (Moore and Benbasat, 1991).

After the first round of Q-sort, we merged 5 items, which were said to be similar
by 4 of the 6 judges, into 2 new items. We also removed 5 items which were said
to be too general by more than 2 judges. Furthermore, we rephrased all remaining
items with an item placement ratio less than 80%, i. e., 13 out of our initial 39 risk
items. The round ended with 31 items, thereof 2 merged and 13 reworded or new
items.

During the second round of Q-sort, 2 items were said to be unclear or ambigu-
ously formulated by 4 resp. 3 judges and therefore we rephrased these risk descrip-
tions. Furthermore, we rephrased 3 remaining items with an item placement ratio
less than 80%.

The third and last round of the Q-sort method showed that rephrasing did not
increase the low placement ratios of two items, and thus we decided to finally drop
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Table 3.4 Reliability Characteristics for each Round of the Q-Sort Method

Round Average Item
Placement Ratio

Average Class
Hit Ratio

Average
Cohen’s Kappa

1st Round 72% 74% 68%

2nd Round 87% 87% 82%

3rd Round 91% 92% 86%

Final Risk Set 94% 94% 89%

them after two “rewordings”. For four other rephrased items, the placement ratios
became greater than 80% and they were therefore kept, according to the threshold
proposed by Hinkin (1998) of a minimum ratio of 75%. The Q-sort step ended
with 29 risk items in 6 dimensions, with average item placement and class hit
ratios of 94%, and an inter-rater reliability of 89%. The detailed statistics of the
Q-sort method are presented in appendix A.3 in tables A.3 to A.8.

Table 3.4 shows that the levels of agreement improved from round to round.
After the three rounds of the Q-sort method, we analyzed certain attributes in or-
der to evaluate the quality of the resulting taxonomy. According to Howard and
Longstaff (1998), satisfactory taxonomies have classification categories with the
following six characteristics.

• The taxonomy should be exhaustive, which means that all categories, taken
together, include all the possible items: We queried seven scientific databases
without restricting the searches to specific journals or time periods in order to
identify as many relevant risk items as possible.

• The dimensions should not overlap (mutual exclusiveness). An important aspect
of good taxonomies is that the taxonomy is clear and precise: We performed
multiple rounds of clustering the initial set of items to dimensions – together
with eight experts from different backgrounds – (see section 3.1.4) as well as
the Q-sort method with six IS experts. We finally end up with six dimensions
that are mostly free of overlaps (as shown by the high agreements in this and the
following section). This aspect is also tightly related to the next characteristic.

• The classification should be unambiguous: Our last step, the final grouping with
cards, was also conducted to make sure that the classification is certain, regard-
less of who is classifying. However, small limitations were found as there were
items fitting into two categories. “Service delivery problems” and “Technical
issues and systems failures”, for example, could be classified as “Availability”
and “Performance”. In some cases, another reason for ambiguity exists as items
that could be seen as cause and effect, such as “Insufficient maintenance” and
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“Insufficient service performance”, are grouped into different categories (main-
tainability and performance risks).

• Furthermore, repeated applications should result in the same classification, re-
gardless of who is classifying (repeatable): We thoroughly documented the pro-
cess of our literature review, and the intermediary steps to construct the taxon-
omy in order to reach high reliability. By incorporating participants with differ-
ent backgrounds, we extracted categories with high intra-group homogeneity
and high inter-group heterogeneity.

• The taxonomy’s categories should be logical and intuitive, so that they could
become generally approved and accepted: We used existing categories from IT
security and quality of service literature (see table 3.2) and accordingly most
categories are already approved by the research community.

• Finally, the taxonomy should be useful and lead to insight into the field of in-
quiry: To the best of our knowledge, this thesis provides the first collection and
systematization of the technological risks of IT outsourcing. Additionally, in
chapter 5, we show how the identified risk items can be practicably applied as
part of the IT risk management process, in the phases of risk identification and
in combination with an existing risk quantification model.
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3.3 Scale Evaluation and Refinement Using Qualitative

Interviews among Security Researchers

As it is important to aim for comprehensive coverage of items and avoid errors
of omission during the conceptualization of the construct and scale development
(Diamantopoulos, 2011, p. 354), we conducted qualitative interviews among 24
experts working on various fields of IT security (as PhD students or postdocs)
ranging from cryptography to hardware security, trust and privacy to malware anal-
ysis. The interviews, which took around 16 minutes on average, also helped us to
analyze the relevance of each measure, identify inappropriate or irrelevant items,
and to improve understandability and coverage of the developed measures (Xia
and Lee, 2005, pp. 18f.).

Following the process described by Homburg and Giering (1996, p. 14) as well
as DeVellis (2003, p. 86), for each of the 29 risk items, we asked the experts
whether the described risk is a) “obviously” b) “possibly” or c) “not” part of the
target dimension. All items exceeded their proposed thresholds, i. e., at least 60%
of the experts said that the item is obviously part of the dimension and at maxi-
mum 5% said that the item is not part of the dimension (see table 3.5). At most,
one expert said that the item does not belong to the target dimension, which was
the case for nine of the 29 risks. Detailed distributions of the experts answers to
each risk item are shown in appendix A.4 in table A.9.

Table 3.5 Statistics of the Expert Interviews

Answer Minimum Average Maximum

“obviously part of” 70.8% 87.2% 100.0%

“possibly part of” 0.0% 11.5% 25.0%

“not part of” 0.0% 1.3% 4.2%

Together with the experts, we discussed all risks and decided to remove 3 items
related to security measures because – as the experts stated – they were redundant.
We also asked whether some risks are hard to understand or descriptions might
be ambiguous, which resulted in 7 rephrased items. For example, we rephrased
some items to include data processing on remote servers instead of restricting the
description to remote storage only.

Furthermore, in order to be as exhaustive as possible, we asked the experts if
they know about dimensions and perceived IT security risks that we did not list.
The experts confirmed the six dimensions and added five additional risk items:
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• The risk that unauthorized persons can look at data on your internal systems
(e. g., due to vulnerabilities of the browser or the used protocols).

• The risk that unauthorized persons modify data on your internal systems (e. g.,
through the interface to the provider).

• The risk that the availability of your internal systems is limited, e. g., during the
data transfer to the provider.

• The risk that you experience performance issues of your internal systems (e. g.,
during the data transfer to the provider).

• The risk that actions can be performed on your internal systems (e. g., through
the interface to the provider) which cannot be accounted to the initiator.

Those items are related to risks that occur in internal in-house systems instead
of risks that occur at the side of the Cloud Computing provider. While the Q-sort
procedure (see section 3.2) helped us to make sure that all items belong to the
designated dimension, the interviews helped us to affirm another important aspect
of content validity, i. e., that each risk dimension is exhaustively covered by its
individual risk items.

Table 3.6 shows the number of risk items after each stage of the scale evaluation
and refinement process. For each stage, we list the number of items added and
removed, as well as how many risk descriptions were rephrased. After the expert
interviews, we ended up with the final 31 risk items which were used in the survey
(see tables A.10 and A.11 in appendix A.5 for the exact wording of the final risk
items).

Table 3.6 Number of Risks after each Stage of the Evaluation and Refinement Process

Step Risks Added Removed Rephrased

Literature Review 39 - - -

Q-Sort Round 1 31 - 5+3 13

Q-Sort Round 2 31 - - 6

Q-Sort Round 3 29 - 2 -

Expert Interviews 31 5 3 7
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3.4 Construct Conceptualization and Model Specification

This section is divided into two parts. First, the multi-dimensional measurement
model is formally specified in section 3.4.1. Then, in section 3.4.2, the developed
six security risk dimensions are described in more detail.

3.4.1 Formal Measurement Specification

An important step in scale development is to formally specify the measurement
model and the directions of causality for the indicators and constructs. In line with
previous studies on risk perception that already included sub-scales and multiple
risk dimensions (Peter and Tarpey, 1975; Havlena and DeSarbo, 1990; Mitchell
and Greatorex, 1993; Featherman et al., 2006; Benlian and Hess, 2011), and the
guidelines for conceptualizing multi-dimensional constructs in IS research (Po-
lites et al., 2012), we model the aggregated perceived IT security risk as a multi-
dimensional construct.

Owing to the fundamental differences of reflective and formative measurement,
possible misspecifications should be avoided (Jarvis et al., 2003; Petter et al., 2007;
Bollen, 2011). While reflective indicators are affected by an underlying latent, un-
observable construct, formative constructs are a composite of multiple measures
(MacCallum and Browne, 1993, p. 533). Reflective and formative measures have
different strength and weaknesses, such as parsimony versus richness, general-
ity versus precision, and few versus many items, respectively (Barki et al., 2007,
p. 178). In order to decide how to model the relationship between the identified
risk items and the risk dimensions, we applied the decision rules given by Jarvis
et al. (2003, p. 203). All four rules called for formative measurement, which is in
line with the mathematical definition of risk, where a risk is the product of proba-
bility of an unsatisfactory event and the potential losses which could be caused by
the event (see, e. g., Boehm, 1991, p. 33 and equation (2.1)), and where multiple
independent risks can be summed up to a total, aggregated risk value:

1. Changes in the indicators should cause changes in the construct but not vice-
versa. This means that the direction of causality is from the individual risk items
to the risk dimension and all indicators of a risk dimension are the defining
characteristics of this construct. If a single risk item is perceived stronger, the
aggregated construct score should also reflect this increase. On the contrary,
a higher score of a risk dimension does not mean that all its indicators are
perceived more risky.
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2. It is not necessary for indicators to covary with each other. The availability-
related risk that “it comes to unintentional downtime, e. g., because of technical
errors and system crashes” can be perceived to be very serious while another
risk in the same dimension, such as the risk that “the provider experiences data
loss and the data may not be recoverable”, can be perceived completely differ-
ent.

3. Indicators are not interchangeable and do not have similar content. We carefully
selected and refined the risk items so that they have as little overlap as possible
while still covering all relevant aspects of a risk dimension. Therefore, dropping
a single indicator may alter the conceptual domain of the construct and the risk
items’ exhaustiveness would decrease.

4. Indicators are not required to have the same antecedents and consequences.
Some of our individual risks may be perceived to be more serious after a recent
security incident while the perception of other risks in the same dimension does
not necessarily change.

The identified risk sub-dimensions are viewed as defining characteristics of the
focal construct, the aggregated perceived IT security risk related to Cloud Com-
puting. Analog to the formative view of individual risk items to our risk dimen-
sions, the decision rules of Jarvis indicate that the sub-dimensions are formative
indicators of the second-order focal construct. Therefore, we treat PITSR, our fo-
cal construct, as a function of its sub-dimensions and in summary, the resulting
construct structure is classified as a formative first-order, formative second-order
model (“type IV” as it is called by Jarvis et al., 2003, pp. 204f.). In this type of
model, the dimensions are combined and aggregated to form the overall represen-
tation of the construct, and the indicators of each dimension likewise form their
respective dimensions (Polites et al., 2012, p. 30). The used form of an aggregate
additive model allows that each dimension of perceived risk contributes separately
to the meaning of the construct and might be differentially weighted. Unlike previ-
ous studies that treated security related risks as simple, one-dimensional measures
(e. g., Chellappa and Pavlou, 2002; Flavián and Guinalíu, 2006; Casalo et al., 2007;
Kim et al., 2008; Pavlou et al., 2007), we propose a more complex construct that
captures aspects and relationships that have not been included before.
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Figure 3.3 Dimensions of Perceived IT Security Risk

3.4.2 Descriptions of Security Risk Dimensions

Information security is a highly dynamic field of action that follows the techni-
cal development. The various safety objectives have been developed in parallel
over time5. Twenty years ago, security was virtually set equal to confidentiality,
while fifteen years ago, integrity and availability joined. About ten years ago, ac-
countability, the fourth objective of protection, was added (Roßnagel et al., 2001,
p. 229). Nowadays, numerous other safety objectives, such as accountability and
maintainability are widely acknowledged.

The proposed taxonomy of IT security risks related to Cloud Computing is
shown in figure 3.3. The dimensions are named after attributes or qualities of in-
formation and IT security. At the same time, these attributes are goals of protection
which companies should seek to defend as part of their IT risk management pro-
cess. All security risks in a given dimension negatively affect the safety objective
that gave the name to the corresponding dimension. The sources for the names of
each dimension are listed in table 3.2.

In the following six sections, the security dimensions developed based on the
literature review and evaluated using the Q-sort method and expert interviews are
described and exemplary risks and countermeasures are presented.

3.4.2.1 Confidentiality Risks

The confidentiality of an IT-system remains intact, as long as the information con-
tained therein is accessible only by authorized users. This means that the safety-
relevant elements become only known to a defined circle of people (Stelzer, 1993,
p. 35).

Confidentiality risks include deliberate attacks that affect the privacy and con-
fidentiality of the customer’s data, such as eavesdropping communications (e. g.,

5 Compare Bedner and Ackermann (2010) for some of the following descriptions of the security
risk dimensions, individual risks, and countermeasures.
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Jensen et al., 2009; Viega, 2009; Dawoud et al., 2010), as well as the risk that data
are disclosed by the provider to unauthorized third parties (e. g., Itani et al., 2009;
Kaufman, 2009; Viega, 2009). Possible insider attacks include, e. g., that employ-
ees of the supplier are looking at sensitive customer data stored or processed on
their servers (e. g., Beulen et al., 2005; Briscoe and Marinos, 2009; Schwarz et al.,
2009).

In order to protect confidential data, measures to define and control permitted
information flows between the entities of the system are required (i. e., access con-
trol as well as access rights), so that it can be ruled out that information is “leaked”
to unauthorized entities (Eckert, 2006, p. 9). Stored data should be encrypted, so
that unauthorized persons cannot read the data. Transmitted data can be protected
by using encrypted channels such as Secure Sockets Layer (SSL) connections or
Virtual Private Networks (VPNs) (Kern et al., 2002b, pp. 93f.).

3.4.2.2 Integrity Risks

Integrity is given if data cannot be modified, e. g., manipulated, by unauthorized
persons. Regarding Cloud Computing systems, integrity can also be defined as
completeness and correctness of data (i. e., data integrity) in combination with
correct functionality of the Cloud Computing system (i. e., system integrity).
Completeness means that all pieces of information are available while correct-
ness means that the data represent unaltered facts (Bedner and Ackermann, 2010,
p. 326).

Integrity is compromised, whenever any unauthorized change to information in
transmission, storage, or processing is involved (Amoroso, 1994). These changes
range from systematic and intentional manipulation to unsystematic distortion and
unintentional modification. Possibilities for systematic changes are replacement,
insertion, and deletion of data, or parts thereof (Wang et al., 2009). For example,
data transferred to the Cloud Computing provider can be manipulated using man-
in-the-middle attacks if no or weak encryption is used (e. g., Dawoud et al., 2010;
Jensen et al., 2009).

Frequently, checksums or fingerprints based on secure cryptographic hash func-
tions, such as Secure Hash Algorithm (SHA)-2, are used in order to detect changes
to the data (Eckert, 2006, pp. 353–387). Thereby, it is at least possible to avoid
subsequent processing of the altered data.
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3.4.2.3 Availability Risks

Availability means that users are able to access the service and the data when-
ever they want to. This means that the system has to be able to deliver services
when they are requested (Sommerville, 2006). In contracts and SLAs, availability
is often understood as the ratio of the time in which the system was actually avail-
able (i. e., the so-called “operation time”) in a specified time frame which does not
include maintenance periods. This ratio is often reported in percent and the pe-
riod where a system was not available is often called “downtime” (Söbbing, 2006,
pp. 409f.).

Deliberate attacks against availability (e. g., Bhattacharya et al., 2003; Jensen
et al., 2009; Zhang et al., 2009) aim at the nonavailability of Cloud Computing ser-
vices. This is commonly performed using Denial of Service (DoS) attacks over the
network, where a server is flooded by requests in order to cause capacity overload.
If the attack is carried out using many different, distributed attacking machines,
it is called a Distributed Denial of Service (DDoS) attack (e. g., Dawoud et al.,
2010, p. 5; Zhang et al., 2009, p. 130). Besides, natural disasters or technical fail-
ures may cause unintentional downtime (e. g., Aron et al., 2005; Benefield, 2009;
Yildiz et al., 2009). When users are no longer able to log on to the service, they
end up with no access to their data that are stored on remote servers of the Cloud
Computing provider (Schwarz et al., 2009; Viega, 2009).

Commonly found countermeasures include the usage of redundant systems, in-
cluding in-house backups of all data stored on the remote servers. At the side of
Cloud Computing providers, load-balancing mechanisms, as well as packet filter-
ing are used to protect the systems against DoS attacks (Dawoud et al., 2010, p. 5).

3.4.2.4 Performance Risks

If a Cloud Computing service is with good performance this denotes that the use of
the service and the data take place in the speed that meets the customers’ require-
ments. A major concern regarding IT outsourcing is underperformance because
of technical network issues (Kern et al., 2002c). For example, the speed of de-
livery could be too low because of throughput problems, high response times, or
bandwidth limitations (e. g., Kern et al., 2002a, pp. 156–158; Beulen et al., 2005,
pp. 136 & 141; Ma et al., 2005, p. 1073).

Other risks that are especially relevant in the Cloud Computing context – as it
makes heavy use of virtualization – are issues with scalability and elasticity of the
provided services. These risks are related to situations when a user’s intensity of
use – or the overall usage – changes, especially increases (e. g., Kern et al., 2002a,
p. 157; Briscoe and Marinos, 2009, p. 105; Brynjolfsson et al., 2010, p. 33).
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In order to ensure performance, Cloud Computing providers should make use
of load-balancing and operate redundant systems, including duplication of critical
components such as hardware, power systems, and internal networking infrastruc-
ture (e. g., Walsh, 2003, p. 105; Ma et al., 2005, p. 1073). Additionally, providers
should create frequent backups and use mirroring and distributed replication of
stored data (e. g., Briscoe and Marinos, 2009, p. 106; Currie, 2003, p. 212).

Even before a Cloud Computing service is sourced, it is important to have con-
tractual assurance of performance metrics in the form of Service Level Agree-
ments (SLAs). The contracts should also contain clauses regarding breach of the
contract by the Cloud Computing provider, including fines for poor delivery and
performance (e. g., Patnayakuni and Seth, 2001, p. 182; Bahli and Rivard, 2005,
pp. 178f.; Osei-Bryson and Ngwenyama, 2006, pp. 246f.).

3.4.2.5 Accountability Risks

Accountability remains intact if authentication mechanisms cannot be bypassed
and when all actions performed in the course of using the service and the data
can clearly be assigned to an identifiable user. Therefore, accountability risks are
related to the problem of identifying, authenticating, and authorizing trusted users
(Schneier, 2004).

A common accountability risk is that it is possible to access the Cloud Comput-
ing service and the data without proper authorization (e. g., de Chaves et al., 2010,
p. 215; Mowbray and Pearson, 2009, p. 2). But even if authentication mechanisms
cannot be bypassed, the risk of identity theft remains. This means that attackers
that are in possession of login credentials (e. g., passwords) can perform actions
in the system in the name of the actual owner. Moreover, it may be possible for
them to generating costs in the name of legitimate customers (e. g., Goodman and
Ramer, 2007; Jensen et al., 2009; Viega, 2009). By using secure cryptographic cre-
dentials such as one time passwords or digital certificates (e. g., Ying et al., 2008,
pp. 1014f.) instead of simple passwords, Cloud Computing users can reduce the
risk of identity theft.

Another accountability risk is related to the Cloud Computing concept of mul-
titenancy, where a single software instance, running on a server, serves multiple
users in parallel. If the users sharing a system are insufficiently separated from
each other, it may be possible to perform actions on other users’ virtual machines
(e. g., Viega, 2009, pp. 106f.; Dawoud et al., 2010, pp. 3–5; de Chaves et al., 2010,
p. 215). For example, poor separation could subsequently lead to confidentiality
risk such as eavesdropping communications.

In order to protect the accountability, it is required that the performed actions
can be interlinked and assigned to identifiable persons. For example, the account-
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ability of system usage can be safeguarded by implementing authentication mecha-
nisms for all users as well as by logging all performed actions in combination with
digital signatures and trusted timestamps (Bedner and Ackermann, 2010, p. 325).
If it is not possible to modify (i. e., manipulate) these log files, then non-repudiation
is given. This means that users which performed logged actions cannot deny these
actions (Zhou et al., 2008, p. 747).

3.4.2.6 Maintainability Risks

A Cloud Computing service is maintainable if it is possible to adapt the service
to individual requirements, and when maintenance and support are ensured by the
provider. Risks related to maintainability can affect a system’s ability to undergo
modifications or repairs (Avižienis et al., 2004). This includes integration of exter-
nal systems, as well as the migration from and to another provider.

One of the major maintainability-related risks is that Cloud Computing
providers often use non-standardized, proprietary interfaces to their services, thus,
creating a lock-in for their users (e. g., Buyya et al., 2008, p. 11; Everett, 2009,
p. 5; Weinhardt et al., 2009, p. 395; de Chaves et al., 2010, p. 215). Therefore,
users should verify that the provider offers the possibility to export the data in an
ideally open and interchangeable file format that will allow being imported to a
substitute application (e. g., de Chaves et al., 2010, p. 215; Everett, 2009, p. 5).

Furthermore, because Cloud Computing services are offered on a one-to-many
basis (i. e., multitenancy) they often only provide limited possibilities for cus-
tomization. Therefore, the service cannot be flexibly be adapted to changes in busi-
ness processes or the internally used in-house software (e. g., Kern et al., 2002a,
pp. 157f.; Lu and Sun, 2009, p. 508).

Finally, there is the risk that the Cloud Computing provider insufficiently main-
tains the service and possibly realizes only few improvements. In extreme cases
the provider could completely stop the further development of the service (e. g.,
Nakatsu and Iacovou, 2009, p. 61).

In order to reduce some of the maintainability-related risks, potential users
should particularly pay attention to contracting issues before the Cloud Comput-
ing service is sourced. The contracts should be flexible in regard to renegotiation,
price adjustments, termination of the contract, and shortening the contract period.
(e. g., Bahli and Rivard, 2003, p. 217; Gefen et al., 2008). Additionally, the con-
tracts should include penalties as well as termination clauses (e. g., Jurison, 1995,
p. 245; Bahli and Rivard, 2005, p. 178). The Cloud Computing provider should be
required to report incidents, and security breaches should be grounds for compen-
sation and possible contract termination (Goodman and Ramer, 2007, p. 818).
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3.5 Scale Assessment and Validation Using an Empirical Survey

3.5.1 Survey Development and Implementation

3.5.1.1 Pre-Testing the Questionnaire

To assess model constructs, a questionnaire was developed and pretested with doc-
toral students and three IS professionals, resulting in minor wording changes. We
conducted cognitive interviews using think aloud answers to ensure face and con-
tent validity of the indicators and in order to avoid misunderstandings (Bolton,
1993).

Especially the pre-tests with the three professionals working in IT departments
of German companies provided helpful feedback regarding wording issues. By
identifying the respondents’ difficulties arising during the response process, we
assessed whether good translations of the constructs have been achieved.

However, since the developed items had already been intensively pre-tested,
only minor changes were necessary and the remarks decreased steadily (from nine
minor changes after the first pre-test, one reworded item after the second pre-test,
and no changes after the third pre-test). The final form of the questionnaire is
shown in appendix A.6.

3.5.1.2 Case Selection

The revised questionnaire was then distributed to 6,000 German companies, ran-
domly drawn from the Hoppenstedt database (release Q3 2011). Hoppenstedt is
one of the largest commercial business data providers in Germany. The database
contains more than 300,000 profiles of German companies and contact persons
within each company.

To support the external validity of our study, we did not constrain the sample
to specific industries or to firms of a specific organizational size. Especially since
SME are often said to be the target group of Cloud Computing (Marston et al.,
2011, p. 184), we did not limit the study to only include the largest companies. We
thus drew a random sample from the entire population of company profiles in the
Hoppenstedt database.

The companies were contacted by mail and e-mail and the contacts within each
company were not chosen on a random basis but because they have special qualifi-
cations such as particular status or specialized knowledge (Phillips, 1981, p. 396).
We addressed the key informants in the following order of preference: Whenever
possible, we contacted the companies’ CIO. Especially for some smaller compa-
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nies only the Chief Executive Officer (CEO) was available, whom we contacted if
the CIO was not specified. By contacting these key informants, we assume that the
survey respondents provide information at the aggregate or organizational unit of
analysis by reporting on group or organizational properties rather than personal at-
titudes and behaviors (Phillips, 1981, p. 396). Therefore, we used questions which
ask for the company’s perspective and emphasized that the respondents should
answer the questions on behalf of their organizations.

The postal letters contained the questionnaire, a letter outlining the purpose of
the research and soliciting the contact person’s participation, as well as a postage
paid return envelope. The cover letter also included a link to the identical online
survey and an individual password for each company with which the online survey
could be accessed.

In order to minimize response-set artifacts, the sequence of the indicators within
each dimension was randomized (Andrews, 1984; Hilkert et al., 2011). We also
used two versions of the printed questionnaire with altered ordering of the indica-
tors.

3.5.1.3 Survey Schedule

The study took place between August, 22th and October, 9th 2011. Participation
was encouraged by offering an individualized free management report comparing
the individual answers against companies of the same industry, and by reminders
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via mail. Additionally, we called around 2,750 out of the 6,000 randomly drawn
companies.

The number of responses per day is shown in figure 3.4. It can be seen that
there were almost no responses during the weekends and there was a downward
trend within each week, i. e., most answers arrived on Monday and Tuesday, while
there were less answers on Friday. Most participants (i. e., 314 fully completed
questionnaires) used the online survey (dashed blue line), while only 61 answered
via the postage-paid return envelopes (solid red line)6. Visibly more responses
arrived shortly after our e-mail reminders on September, 5th and October, 4th, and
when the postcard reminders send to the companies arrived around September,
22nd.

During the phone calls, we asked for the reasons, why some companies did
not want to participate. Most often, the reason was that company policies forbid
taking part in surveys (because of security reasons, or the respondent was too busy
or received too many surveys). Some persons, working in IT departments told
that they do not see themselves as the target group for Cloud Computing, mostly
because the existing IT infrastructure is too small.

3.5.1.4 Sample Characteristics

A total of 472 questionnaires were received, representing a response rate of 7.87%.
However, some of these responses had to be excluded from the sample due to miss-
ing data and low data quality. As we only used data sets without missing values,
we excluded all questionnaires that were not fully completed by the respondents.
Therefore, the results presented in this thesis are based on the final sample size
of 356 valid responses. This response rate is low but still acceptable regarding the
difficulties in obtaining survey responses from IS executives and corporate-level
managers (Poppo and Zenger, 2002).

Although the comparison of the respondents’ characteristics with those of the
original target sample did not show major differences, we carried out a further
investigation of a possible non-response bias. Following Armstrong and Overton
(1977), we compared the first 25% and the late 25% of responses. Utilizing t-tests,
none of the variables showed significant differences. Additionally, we performed
a series of chi-square comparisons which also showed no significant differences
between early and late responses. The two lowest Pearson chi2 significances for

6 Please note that 97 additional incomplete questionnaires arrived during the reported period
which were not counted because of missing data. These incomplete responses are also not shown
in figure 3.4.
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Table 3.7 Survey Sample Characteristics

Company Size

16% Small businesses (<50 employees)

39% Medium companies (50–249 employees)

45% Large enterprises (>249 employees)

Respondent Title

14% Chief Executive Officer (CEO)

49% Chief Information Officer (CIO)

11% Head of IT department

17% Employee in IT department

9% Other

individual measures were 0.05 and 0.09, while the average significance was 0.585,
indicating strong evidence that the two groups do not differ.

Table 3.7 shows that 63% of all respondents were CEO or CIO. Additionally,
84% of the respondents answered that they are directly responsible for the selection
and decision regarding the considered type of application. Both statistics suggest
that we were able to reach key informants in the responding companies.

Given the single method we had used to collect the data, we also conducted a
series of tests in order to analyze Common Method Bias (CMB). Harman’s one
factor test using exploratory factor analysis (Podsakoff and Organ, 1986) resulted
in 12 extracted factors, and the strongest component explained only 34% of the
variance, which is less than the proposed threshold of 50%. Furthermore, we tested
for CMB using a latent common method factor (Bagozzi, 2011, p. 277–282). At
maximum 7% of the variance in our reflective and formative measures were ex-
plained by the latent method factor. Finally, we included a correlational marker
variable7 in our questionnaire (Bagozzi, 2011, p. 281f.) that fulfilled the criteria of
good correlational markers: on average, it showed the smallest correlation with all
other manifest measures. The maximum variance explained by the marker variable
was 1.9%, while on average 1.37% of our reflective and formative measures’ vari-
ance was explained. All tests suggest that CMB is unlikely to have significantly
affected our analyses and results.

7 Marker Variable: “The essential goal of our corporate strategy is to increase our customer
service’s quality.”
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3.5.2 Methods of Validation

We applied Covariance Structure Analysis (CSA) and employed LISREL (ver-
sion 8.80; Jöreskog and Sörbom, 2006) as it is probably the most widely used soft-
ware for CSA (Diamantopoulos, 2011, p. 336). While the Partial Least Squares
(PLS) approach has several attractive features, its measurement model assumes
that the focal construct is fully determined by its indicators. As we wanted to as-
sess the disturbance terms of the constructs and analyze how well the indicators
together explain a construct, we performed CSA. Furthermore, LISREL accounts
for all the covariance in the data and provides more accurate parameter estimations
than other techniques (Gefen et al., 2003).

In order to identify the models, we used one of the scaling methods proposed
by Diamantopoulos (2011, p. 345), i. e., fixing the path from a latent variable (i. e.,
construct) to an outcome variable (i. e., a reflective indicator) to unity (as recom-
mended by Bollen and Davis, 2009).

For the establishment of reliability and validity of our developed PITSR scale,
which measures the perceived IT security risks related to Cloud Computing, we
followed the validation guidelines provided by MacKenzie et al. (2011).

We used the Multiple Indicators, Multiple Causes (MIMIC) approach in order
to achieve model identification (Diamantopoulos and Winklhofer, 2001; Diaman-
topoulos, 2011). The MIMIC approach requires that constructs having formative
indicators, i. e., the dimensions of perceived IT security, are also assessed with ap-
propriate reflective indicators. Consequently, two individual reflective indicators
for each dimension were developed based on Featherman and Pavlou (2003). The
respondents were asked to complete sentences such as the following: “Regard-
ing the availability of your systems and data, it would be . . . for your company to
use Cloud Computing”. We used two semantic differentials in order to assess the
perceived risk and the respondents were able to choose where their position lies
on a 7-point scale between two bipolar adjectives, i. e., “not risky at all” – “very
risky” as well as “associated with very little uncertainty” – “associated with great
uncertainty”.

As the focal construct, the aggregated perceived IT security risk, was not mea-
sured by any formative indicators, we added a third reflective measure based on
Featherman and Pavlou (2003). The third semantic differential added the two bipo-
lar adjectives “associated with little threats” – “associated with strong threats”.
Finally, we used the measurement model that can be seen in figure 3.5.
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Table 3.8 Goodness of Fit Statistics of the Measurement Model

Statistic Basic Model

N 356

chi2 1,386

df 518

chi2/df 2.676

GFI 0.842

RMSEA 0.075

SRMR 0.074

CFI 0.982

NFI 0.972

TLI 0.964

3.5.2.1 Evaluating the Goodness of Fit of the Measurement Model

As LISREL was utilized for the analysis of the MIMIC Structural Equation Model
(SEM), we assessed whether the estimation procedure converges and none of the
variance estimates are negative, i. e., whether the solution is “proper”.

Likewise, we found significant critical ratios (i. e., paths) for the individual hy-
pothesized constructs and indicators. These statistics related to individual indi-
cators are discussed in detail in sections 3.5.2.4 to 3.5.2.6. With its 518 degrees
of freedom (df), the model has a chi2 statistic of 1,386 that is strongly signifi-
cant (p=0.0). The chi2/df ratio of 2.676 indicates a good model fit (Carmines and
McIver, 1981; Wheaton et al., 1977). Consistent with established recommenda-
tions on the evaluation of LISREL estimation results, a number of absolute and
relative fit indices were analyzed in order to evaluate the overall model fit.

Regarding the absolute fit of the model, we received mixed results: While the
Standardized Root Mean Square Residual (SRMR) of 0.074 indicates good model
fit, the Goodness of Fit Index (GFI) of 0.842 is below the commonly used thresh-
old of 0.90. The Root Mean Square Error of Approximation (RMSEA) of 0.075
is slightly above the threshold of 0.06 proposed by MacKenzie et al. (2011,
pp. 312f.), but still in an acceptable range (Browne and Cudeck, 1993, p. 144).
However, due to the high model complexity (31+12+3=46 indicators and 7 latent
variables) and the comparably low sample size of N=356, the results of the rela-
tive fit indices, which are less sensitive to sample size, should be considered (Hu
and Bentler, 1999; Hilkert et al., 2011). Therefore, we also assessed the fit rela-
tive to a suitably framed comparison model and received decent fit statistics: The
Comparative Fit Index (CFI) of 0.982 indicates a good model fit. Likewise, the
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Table 3.9 Construct AVE, R2, Alpha, and Reliability

Construct AVE R2 Alpha CR

Confidentiality 0.837 0.62 0.946 0.911

Integrity 0.907 0.48 0.968 0.951

Availability 0.777 0.51 0.916 0.875

Performance 0.858 0.55 0.946 0.924

Accountability 0.856 0.63 0.945 0.922

Maintainability 0.892 0.62 0.958 0.943

PITSR 0.725 0.59 0.901 0.887

Normed Fit Index (NFI) of 0.972 as well as the Tucker Lewis Index (TLI), also
called Non-Normed Fit Index (NNFI), of 0.964 are all above the threshold of 0.95
proposed by Hu and Bentler (1999, p. 27). For these reasons, we concluded that
our measurement model has an acceptable goodness of fit.

Table 3.8 shows the goodness of fit indices for the basic measurement model
consisting of PITSR, the focal construct, as well as its six IT security risk dimen-
sions and their MIMIC indicators.

3.5.2.2 Assessing the Validity of the Set of Indicators at the Construct Level

The convergent validity of the sub-dimensions was assessed by calculating the Av-
erage Variance Extracted (AVE) for our six first-order latent constructs. The AVE
measures the average variance in the indicators that is accounted for by the focal
construct, and its value should exceed 0.5 (Fornell and Larcker, 1981). Table 3.9
shows that the AVEs for all risk dimensions vary between 0.777 and 0.907, and
clearly exceed the given threshold.

For first-order latent constructs with formative indicators it is not necessary to
check for convergent validity, as the formative specification does not imply that
the indicators should necessarily be correlated (MacKenzie et al., 2011, p. 313).
Following Diamantopoulos et al. (2008, p. 1216), we used the magnitude of the
construct level error term in order to assess the validity of the sets of indicators
at construct level. The variance of the residual is smaller than the explained vari-
ance (R2) for all formative constructs except integrity-related risks, where R2 is
0.48 and zeta is 0.52. However, known groups comparison (see section 3.5.2.7 for
more details) showed that R2 for all groups exceeds the proposed threshold of 0.5
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Table 3.10 Factor Loadings and λ 2 for the Reflective Indicators

Construct Factor Loadings λ 2

Confidentiality 0.898 ; 0.931 0.806 ; 0.867

Integrity 0.973 ; 0.931 0.947 ; 0.867

Availability 0.889 ; 0.874 0.791 ; 0.765

Performance 0.932 ; 0.922 0.869 ; 0.849

Accountability 0.948 ; 0.902 0.900 ; 0.813

Maintainability 0.956 ; 0.933 0.914 ; 0.870

PITSR 0.792 - 0.902 0.627 - 0.813

when the responses are divided into SaaS and IaaS. Therefore, we concluded that
all validity characteristics for the set of indicators at the construct level are in an
acceptable corridor.

3.5.2.3 Assessing Reliability of the Set of Indicators at the Construct Level

For all reflective indicators, we assessed whether Cronbach’s alpha and the Con-
struct Reliability (CR) index by Fornell and Larcker (1981) both exceed the thresh-
old of 0.7 for newly developed measures (Nunnally and Bernstein, 1994). Table 3.9
shows that this is the case for all constructs, which suggests internal consistency
reliability of the reflective indicators. The traditional notion of internal consistency
reliability does not apply to the formative indicator measurement models of our six
first-order risk dimensions, because the causal measurement model does not pre-
dict that the indicators will be correlated (MacKenzie et al., 2011, p. 314).

Furthermore, the specified multi-dimensional measurement model does not pre-
dict that the sub-dimensions will be correlated and, therefore, reliability does not
apply to the set of sub-dimensions serving as formative indicators of PITSR, our
focal second-order construct (Edwards, 2001).

3.5.2.4 Evaluating Individual Indicator Validity

The relationships between each reflective indicator and its hypothesized latent con-
struct are large and statistically significant, indicating strong validity of the individ-
ual reflective indicators (MacKenzie et al., 2011, p. 314). While the path from each
latent variable to its first outcome variable, i. e., the first reflective indicator, has al-
ways been fixed to unity (Diamantopoulos, 2011, as recommended by Bollen and
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Table 3.11 Significance of Formative Indicators

Significance Effect on

Construct ns * ** *** PITSR

Confidentiality - - 1 3 ***

Integrity 1 - 2 2 *

Availability 1 1 - 4 ***

Performance - - - 4 **

Accountability - 1 - 4 ***

Maintainability 1 2 1 3 **

Davis, 2009), all other reflective indicators are highly significant (p<0.001). The
standardized estimates of the relationships, i. e., the λ parameters, rage from 0.874
to 0.973 for the six risk dimensions, and 0.792 to 0.902 for the indicators of our
second-order focal construct PITSR.

We also assessed the degree of validity for each reflective indicator, which is
the unique proportion of variance in the indicator accounted for by the construct
and which should exceed 0.5. As in our model, all indicators are hypothesized
to load on exactly one construct, the degree of validity is equal to square of the
completely standardized loading, λ 2 (MacKenzie et al., 2011, p. 314). λ 2 ranges
from 0.765 to 0.947 for the six risk dimensions, and reaches 0.627 to 0.813 for our
focal construct PITSR. These high values suggest the validity of our selection of
reflective indicators.

For first-order latent constructs with formative indicators, we analyzed the paths
from indicators to latent construct. All paths are significant, except three indica-
tors that are related to integrity, availability, and maintainability risks. These three
formative indicators were therefore considered as candidates for removal in sec-
tion 3.5.2.6 (MacKenzie et al., 2011, p. 315). The other 28 indicators are significant
with p<0.05. However, the majority of our formative indicators, i. e., 20 out of 31,
have highly significant (p<0.001) effects on the constructs.

Second-order latent constructs with first-order sub-dimensions as formative in-
dicators should have sub-dimensions that are significantly related to it. Our six
first-order risk dimensions are all significantly related to PITSR with p<0.05 (*)
for integrity, p<0.01 (**) for performance and maintainability, and p<0.001 (***)
for confidentiality, availability, and accountability. Table 3.11 summarizes the re-
sults for formative indicators and the effects of the formative dimensions.
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3.5.2.5 Evaluating Individual Indicator Reliability

Regarding to the reliability of the individual indicators, our models passed all tests
proposed by MacKenzie et al. (2011, pp. 314–316).

For first-order latent constructs with reflective indicators, we tested whether the
squared multiple correlation for each indicator (i. e., the square of the completely
standardized loading, λ 2, shown in table 3.10) exceeds 0.5 (Bollen, 1989). The
obtained values of 0.765 to 0.947 for the six risk dimensions, and 0.627 to 0.813
for the indicators of our focal construct PITSR suggest that the majority of the
variance in the reflective indicators is due to the latent construct.

The reliability of each individual formative indicator was assessed using inter-
rater reliabilities during the scale evaluation and refinement steps (MacKenzie
et al., 2011, p. 315). All indicators achieved good placement ratios and high Co-
hen’s Kappas during the Q-sort method (see section 3.2), and the interviews with
IT security experts showed that almost all experts agreed that the risks are part of
their target dimension (see section 3.3).

For PITSR, our focal second-order latent constructs with first-order sub-
dimensions as formative indicators, we confirmed that the CR index by Fornell and
Larcker (1981) of each dimension as well as the focal construct itself exceeds 0.5.
Values of 0.875 to 0.951 for the six risk dimensions, and 0.887 for PITSR support
the reliability of each individual sub-dimension.

3.5.2.6 Eliminate Problematic Indicators

According to MacKenzie et al. (2011, p. 316), “problematic indicators are ones
that have low validity, low reliability, strong and significant measurement error co-
variances, and/or non-hypothesized cross-loadings that are strong and significant”.

All reflective indicators show highly significant (p<0.001) relationships with
their latent constructs. The indicator loadings for the first-order risk dimensions
are between 0.874 and 0.973, while the three indicators for our focal construct,
PITSR, load with 0.792, 0.856, and 0.902.

Conversely, three of our formative indicators have a nonsignificant loading.
However, it is important to ensure that all of the essential aspects of the construct
domain are captured by the remaining indicators and sub-dimensions when using
formative measures (MacKenzie et al., 2011, p. 317). Therefore, in the following,
we carefully look at these three indicators and judge whether the exhaustiveness
of a dimension would be affected when they are removed.

First, the integrity-related risk that “data are manipulated during transmission”
shows a nonsignificant loading and a relatively small path coefficient (0.05). How-
ever, all five indicators of the integrity risks dimension (see appendix A.5) clearly
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Table 3.12 Construct Variance Inflation Factor

Construct VIF

Confidentiality 1.678 - 2.358

Integrity 1.861 - 2.549

Availability 1.181 - 1.714

Performance 1.364 - 2.077

Accountability 1.607 - 1.987

Maintainability 1.748 - 2.352

follow the Mutually Exclusive and Collectively Exhaustive (MECE) principle. One
measure is related to data modification in internal systems, while the other four are
related to external data. These four indicators differ regarding two characteristics:
deliberate manipulation vs. accidental modification, as well as data at the provider
side vs. data in transit. In order not to violate the collective exhaustiveness, we
decided to keep the nonsignificant item related to deliberate manipulation of trans-
ferred data. For example, malicious attackers could manipulate the data transferred
to the Cloud Computing provider when no or weak encryption is used, e. g., by
conducting man-in-the-middle attacks (Dawoud et al., 2010; Jensen et al., 2009).

The second nonsignificant item is the availability-related risk that a company
encounters “loss of data access” with a path coefficient of 0.04. The risk could
occur because users are no longer able to log on to the service and as a conse-
quence, the service users could end up with no access to their data which are stored
on remote servers (Schwarz et al., 2009; Viega, 2009). Despite the nonsignificant
loading, we decided to keep this risk as loss of access is an important reason for
non-availability in a Cloud Computing context according to the IT security experts
interviewed during scale refinement.

Third, the maintainability-related risk that “it is difficult to import existing data
into the provisioned application type” shows a relatively small path coefficient
(0.03) and a nonsignificant loading. In order to be able to migrate existing data
to the new provider, it should be possible (and not too difficult) that data held on
existing systems can be used with or incorporated into the new Cloud Computing
service. Additionally to limited export functionalities and the related lock-in prob-
lem, there is the risk that a provider does not offer adequate possibilities to import
existing data (Currie, 2003; Gonçalves and Ballon, 2009). Therefore, we decided
to keep this item.

We also tested for redundancy in the indicators using the Variance Inflation Fac-
tor (VIF) (see table 3.12). With 1.181 to 2.549, the VIFs for each dimension are
always below the cutoff level of 10 (e. g., Diamantopoulos and Winklhofer, 2001),
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and the more conservative level of 3 (e. g., Petter et al., 2007). As the three forma-
tive indicators cover essential parts of their dimensions, were confirmed by expert
interviews, and because analysis of the VIF showed that they are not redundant,
we decided to keep them, even if they had insignificant loadings. This is in line
with recommendations by Diamantopoulos et al. (2008).

Regarding PITSR as our second-order latent construct with the risk dimensions
as its first-order sub-dimensions as formative indicators, all dimensions have a
significant loading on PITSR and are therefore unproblematic and no candidates
for removal (MacKenzie et al., 2011, p. 317).

3.5.2.7 Assessing Known-Groups Validity of the Construct

Cloud Computing applications can be differentiated into Software as a Service
(SaaS), Platform as a Service (PaaS), and Infrastructure as a Service (IaaS), de-
pending on the type of provided capability (Vaquero et al., 2009). In the following,
we compare SaaS, where software applications are provided over the Internet, and
IaaS, where processing and storage resources are supplied. In our survey, in total,
250 companies provided values for SaaS-based Cloud Computing, while 104 com-
panies did so for IaaS. PaaS was not tested because of the relatively low sample
size.

We first tested whether a dummy variable representing group membership is
significantly related to scores on the indicator (MacKenzie et al., 2011, p. 320).
Therefore, we measured the correlations of a dummy variable indicating the group
membership (SaaS or IaaS) and the formative and reflective indicators. The anal-
ysis shows various significant correlations: With a probability of error of less
than 10%, 9 out of 31 formative, as well as 4 out of 12 reflective, indicators show
significant differences.

Additionally, we performed t-tests for equal mean values in order to analyze
whether the average levels of the measures differ across these groups in the hy-
pothesized direction (Cronbach and Meehl, 1955). The results show that there
are significant differences between the two groups SaaS and IaaS, especially for
maintainability-related risks, where the (mean) reflective indicators differ with a
t-statistic of 3.311 and a probability of error of 0.001. The strong significance in-
dicates that maintainability risks, such as limited customization possibilities and
proprietary technologies, are perceived to be higher (mean: 4.64) in a SaaS context
compared to an IaaS context (mean: 4.14). Table 3.13 shows that for risks related
to maintainability, the differences between SaaS and IaaS of 6 out of 7 indicators
are strongly significant (with a probability of error of less than 4%). As IaaS is
more about basic technology, such as online storage space or processing power on
virtual machines, its focus is on hardware, while SaaS is on a higher level of ab-
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Table 3.13 Known-Groups Differences

Short Risk Description Dimension T-Value Sign. SaaS IaaS

Limited customization possibilities Maintainability 3.712 0.000 4.68 4.07

Limited data import Maintainability 3.334 0.001 4.05 3.51

Incompatible with new technologies Maintainability 2.810 0.005 4.12 3.66

Access without authorization Accountability -2.355 0.019 4.16 4.55

Unfavorably timed updates Maintainability 2.260 0.024 4.26 3.88

Proprietary technologies Maintainability 2.196 0.029 4.78 4.38

Incompatible business processes Maintainability 2.103 0.036 4.28 3.91

Network performance problems Performance 1.952 0.052 4.98 4.66

Insufficient user separation Accountability -1.861 0.064 3.93 4.26

straction and has a higher technology stack (Vaquero et al., 2009). Therefore, it is
assumed that SaaS is more difficult to integrate into an existing IT landscape and
more difficult to maintain compared to IaaS. Another interesting difference (with
T: 1.343, p: 0.180) is that performance risks are perceived to be more serious for
SaaS (mean: 4,60) compared to IaaS (mean: 4,40). On the contrary, accountability
risks are perceived less strong in an SaaS context (mean: 4,75) compared to IaaS
(mean: 4,90), with T: -1.102, p: 0.271.

Table 3.13 shows significant differences in t-tests between SaaS and IaaS for
selected formative measures where the probability of error was less than 10% with
the average values for both groups on a 7-point Likert scale. With a probability
of error of less than 10%, 9 out of 31 formative, as well as 3 out of 12 reflective,
indicators show significant differences based on the performed T-tests.

Apart from maintainability risks, that are perceived to be more serious in a SaaS
context, table 3.13 shows that two accountability-related risks are more dominant
when using IaaS: access without authorization and insufficient separation of co-
existing users. A possible explanation for the latter could be that the separation
of users and resources is mainly an issue at the virtualization layer and therefore
nearer to the Cloud Computing infrastructure (Dawoud et al., 2010; Vaquero et al.,
2011).

For the two groups SaaS and IaaS, we can attest that there are some indicators
and dimensions of IT security risks where the types of Cloud Computing signif-
icantly differ. For this reason, the conducted known-groups comparison suggests
that the PITSR scale is valid and accurately captures our phenomenon of interest.
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Figure 3.6 Nomological Measurement Model

3.5.2.8 Assessing the Nomological Validity of the Construct

The nomological validity of the PITSR construct was assessed by adding a nomo-
logical consequence construct, i. e., the companies’ intention to increase their
adoption of Cloud Computing. The theoretical consideration of the relationship
between perceived risk and adoption have been subject to a number of studies. In
line with the Theory of Reasoned Action (Ajzen and Fishbein, 1980), we argue that
management’s intention to change the level of sourcing based on Cloud Computing
depends on its attitude towards Cloud Computing, which is influenced by salient
positive and negative beliefs about it. Various studies have confirmed that the in-
tention to increase adoption is directly and negatively related to the perceived risk
(e. g., Benlian and Hess, 2011; Gewald et al., 2006; Gewald and Dibbern, 2009).
Therefore, we added the company’s Intention to Increase Adoption (IIA) to the
nomological network as it is caused by PITSR, our focal construct (see figure A.9
in appendix A.8).

According to (MacKenzie et al., 2011, p. 321), the nomological validity of a
construct is given, if the estimates of the relationship of PITSR and its hypothe-
sized consequence IIA are significant and show the anticipated sign. The highly
significant, negative path coefficient between PITSR and IIA (β=-0.53, p<0.001),
and the ratio of explained variance of IIA (R2 =0.28) strongly confirm the hypoth-
esized relationship. This result is consistent with prior theory and shows that the
indicators of our focal construct relate to measures of other constructs in the man-
ner expected. Hence, we can conclude that our measure of perceived IT security
risk related to Cloud Computing is nomologically valid.

The strong relation between the perceived IT security risk and the intention to
increase adoption is an important theoretical contribution to the IT security and IT
risk literature. Although it has been shown that there are many factors influenc-
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Figure 3.7 Nomological Measurement Model with First-Order Constructs Only

ing the adoption decision of potential customers, such as subjective norm (Fish-
bein and Ajzen, 1975), perceived benefits (Chwelos et al., 2001) and opportunities
(Gewald and Dibbern, 2009), as well as other types of risks, e. g., economic and
strategic risk (Benlian and Hess, 2011), the perceived IT security risk alone ex-
plains 28% of the intention’s variance. Therefore, future research regarding the
Cloud Computing decision process should incorporate PITSR as one of the major
influencing factors.

3.5.2.9 Using the Nomological Network to Assess the Validity of the

Multi-Dimensional Structure

Regarding the nomological network, we also performed the tests described by
MacKenzie et al. (2011, pp. 322f.) in order to evaluate the adequacy of the
multi-dimensional structure of the PITSR construct. As we deal with a forma-
tively measured, second-order focal construct and a nomological consequence con-
struct (IIA), the hypothesized structure was assessed by testing whether the sub-
dimensions have insignificant or weak direct effects on the consequence construct.

Our tests show that confidentiality, integrity, and maintainability do not have
significant effects (with p<0.05) on IIA, indicating that the multi-dimensional
structure for these dimensions is consistent with the data. The other three dimen-
sions have significant direct effects on IIA, but all these effects are weaker than the
direct effect of the focal construct on the consequence. Therefore, there is enough
evidence to support the adequacy of the hypothesized multi-dimensional structure.

Additionally, we performed comparisons proposed by Stewart and Segars
(2002) (also used by Bansal, 2011) in order to assess the validity of the multi-
dimensional structure. Therefore, we compared the nomological network shown
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Table 3.14 Validity of the Multi-Dimensional Structure

Second-order First-order

Construct Constructs Only

Statistic (See Figure 3.6) (See Figure 3.7)

N 354 354

chi2 1,600 1,331

df 655 518

chi2/df 2.443 2.569

GFI 0.834 0.847

RMSEA 0.068 0.072

SRMR 0.075 0.069

CFI 0.982 0.981

NFI 0.970 0.970

TLI 0.967 0.963

in figure 3.6 to a nomological network without the focal, second-order construct,
i. e., all dimensions are directly linked to the IIA (see figure 3.7).

Comparison of the goodness of fit indices shows that the multi-dimensional
model which includes the focal construct exhibits a lower chi2/df ratio as well as
slightly better RMSEA, CFI, and TLI. These results also suggest that PITSR may
be represented as a second-order factor structure rather than a set of six first-order
factors.

The validated multi-dimensional structure of perceived IT security risk related
to Cloud Computing is an important contribution of this thesis. While previous
studies treated security related risks as simple, one-dimensional measures (e. g.,
Chellappa and Pavlou, 2002; Flavián and Guinalíu, 2006; Casalo et al., 2007; Kim
et al., 2008; Pavlou et al., 2007), they did not fully represent the construct’s com-
plex structure. The developed dimensions of IT security risks are based on the
structured literature review, and have been successfully validated using the Q-sort
method, expert interviews, and nomological tests using the responses of the con-
ducted quantitative study.
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Table 3.15 Inter-Constuct Discriminant Validity

Construct
√

AVE Max. Inter-Construct Correlation

Confidentiality 0.915 0.614

Integrity 0.952 0.385

Availability 0.881 0.515

Performance 0.926 0.326

Accountability 0.925 0.505

Maintainability 0.944 0.333

PITSR 0.851 0.614

3.5.2.10 Assess Discriminant Validity

Discriminant validity can be assessed regarding two aspects: First, we tested the
inter-construct discriminant validity for all constructs used in the model. There-
fore, we assessed whether the measurements of different constructs are signifi-
cantly different from each other. We used the test proposed by Fornell and Larcker
(1981, p. 46) which compares the Average Variance Extracted (AVE) of a construct
to the squared correlations between the construct and any other construct. As the
squared correlation between two constructs can be interpreted as their shared vari-
ance, discriminant validity is given, if this shared variance is smaller than the AVE
of the constructs (Weiber and Mühlhaus, 2009, p. 135). Table 3.15 reports the
square root of the AVE for each dimension and for the focal construct PITSR as
well as the maximum inter-construct correlation.

Second, additionally to validating that our indicators provide an accurate rep-
resentation of the perceived IT security risk related to Cloud Computing and that
they behave in a manner that is consistent with the nomological network, we also
tested whether our indicators are distinguishable from already existing indicators
of other constructs. Therefore, we included the construct of “Perceived Negative
Utility” (also called perceived risks or costs) with measures adapted from Ben-
lian and Hess (2011) as well as Featherman and Pavlou (2003) in our study. The
construct will be introduced in more detail in section 3.6.

As the perceived IT security risk is a facet of the overall perceived negative
utility of using Cloud Computing (next to, e. g., perceived financial and strategic
risks), we tested whether the proposed PITSR scale (without the nomological IIA
construct) is distinguishable from the construct “Perceived Negative Utility”. The
construct intercorrelation between both constructs is 0.423, which is far below the
threshold of 0.71 given by MacKenzie et al. (2011, p. 324). This means that there is
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sufficient evidence that the discriminant validity of the PITSR scale to the overall
perceived risk scale is acceptable.

As our constructs were also measured using reflective indicators, we also suc-
cessfully tested that the AVE for the two constructs (0.674 for PITSR and 0.574
for Perceived Negative Utility) are both greater than the square of the correlation
(0.4232 = 0.179). This result also indicates that the two similar constructs are dis-
tinct (Fornell and Larcker, 1981, p. 46).
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3.6 Analysis of Adoption Decisions

One of the key questions, this thesis addresses, is how IT executives perceive the
IT security risks of Cloud Computing and which risks influence their adoption de-
cisions related to this paradigm. Therefore, we included additional questions in
the questionnaire asking for the behavioral intention to increase the level of Cloud
Computing adoption and the related negative and positive attitudes towards the
adoption. Based on these questions, in this section, we analyze whether IT execu-
tives’ perception of risks and opportunities affects the level of Cloud Computing
adoption.

In more detail, this section assesses which specific risks are most influential in
forming firms’ adoption decisions. Therefore, a Structural Equation Model (SEM)
is build to analyze the effect of risks and opportunities on the adoption intention
based on the in-depth conceptualization of Perceived IT Security Risk (PITSR)
and the developed measurement scale.

3.6.1 Theoretical Perspective and Hypothesis Development

In this section, we develop the theoretical rationale for our research model shown
in figure 3.8. We first present the hypotheses related to the impact of positive and
negative attitudinal appraisals of Cloud Computing adoption on behavioral inten-
tions, followed by hypotheses related to the dual impact of perceived IT security
risks on these positive and negative attitudinal concepts.

In line with the construct conceptualization and formal measurement specifica-
tion (see section 3.4.1), we model the aggregated perceived IT security risk as a
multi-dimensional construct. According to the decision rules given by Jarvis et al.
(2003, p. 203), we build a formative first-order, formative second-order model for
the perceived IT security risk related to Cloud Computing. We, therefore, model
a causal relationship between the identified individual risk items and the six risk
dimensions. Additionally, all sub-dimensions are formative indicators of the ag-
gregated perceived IT security risk construct.

Consistent with previous studies on risk perception that already included sub-
scales and multiple risk dimensions (Peter and Tarpey, 1975; Havlena and De-
Sarbo, 1990; Mitchell and Greatorex, 1993; Featherman et al., 2006; Benlian and
Hess, 2011), we derive the first six hypothesis. All IT security risk dimensions
have been identified during development of measures using a literature review
(see section 3.1) and have been successfully evaluated using the Q-sort method
(see section 3.2) and expert interviews (see section 3.3). For each dimension, the
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Figure 3.8 Adoption Decisions Measurement Model

IT executives’ beliefs regarding the perceived risk related to the dimension (e. g.,
confidentiality or availability) are positively related to the aggregated perceived
IT security risk. This means that if the risk in the dimension is perceived to be
stronger, then the aggregated perceived IT security risk construct’s score should
also reflect this increased risk. The following hypotheses were all already tested
during scale assessment and validation in section 3.5.2:

Hypothesis 1. IT executives’ beliefs regarding confidentiality risks of Cloud
Computing are positively related to the aggregated perceived IT security risk.

Hypothesis 2. IT executives’ beliefs regarding integrity risks of Cloud Comput-
ing are positively related to the aggregated perceived IT security risk.

Hypothesis 3. IT executives’ beliefs regarding availability risks of Cloud Com-
puting are positively related to the aggregated perceived IT security risk.

Hypothesis 4. IT executives’ beliefs regarding performance risks of Cloud Com-
puting are positively related to the aggregated perceived IT security risk.

Hypothesis 5. IT executives’ beliefs regarding accountability risks of Cloud
Computing are positively related to the aggregated perceived IT security risk.

Hypothesis 6. IT executives’ beliefs regarding maintainability risks of Cloud
Computing are positively related to the aggregated perceived IT security risk.

Numerous studies in the field of IS have found that adoption decisions related
to ITO are major management decisions that are made by an organization’s top
IT executive (Apte et al., 1997). For example, previous research has found that
the decision to outsource IT is primarily driven and controlled by either the top
management (i. e., CEO) or IT management (i. e., CIO) (Willcocks et al., 1996;
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Hirschheim and Lacity, 2000). Thus, the ITO decision process is related to IT ex-
ecutives, i. e., individual entities rather than whole organizations. In order to model
the decision-making process of these individuals, conceptual (stage) models have
been developed that represent senior managers’ cognitive evaluation processes of
sourcing options and the resulting outcomes (Simon, 1960; Dibbern, 2004). Based
on the risk-benefit concept of decision theory (Machina, 1987; Howard, 1988;
Valacich et al., 2009), in the first stage of these models, decision makers assess
the advantages and disadvantages of an ITO adoption decision by weighing their
perceived positive and negative utility. The concept assumes that actions are rea-
soned by balancing risks against opportunities, i. e., mental representations and
evaluations of possible future outcomes. Thereby, the models explicitly embody
cognitive processes related to establishing intentions that form ITO adoption deci-
sions (Ajzen and Fishbein, 1980; Smith, 1992).

The Theory of Reasoned Action (TRA), an intention model suggesting that
the decision to engage in a specified behavior is determined by an individual’s
intention to perform this behavior, has been widely investigated. The theory sug-
gests that the behavioral intention to act is formed by, both, the attitude toward
the behavior and the so-called subjective norm, i. e., normative beliefs as well as
the motivation to comply with these beliefs (Fishbein and Ajzen, 1975; Ajzen and
Fishbein, 1980). Studies using the TRA in IT adoption- and IT outsourcing-related
contexts indicated that attitudes of IT executives are generally accurate predictors
of their individual future behavioral intentions (e. g., Harrison et al., 1997). As
the TRA suggests an active and deliberate decision process, it provides a useful
and appropriate theoretical lens for our analysis regarding IT executives’ mental
assessments of the positive and negative utility of Cloud Computing adoption. Ac-
cordingly, the theory can be used in order to explain how IT security risks affect
the trade-off between positive and negative utility.

Comparable to Benlian and Hess (2011, p. 235), we draw on the TRA’s main
line of reasoning, i. e., we focus on how IT executives’ attitude towards Cloud
Computing adoption are formed by salient behavioral beliefs and neglect the ef-
fect of the subjective norm (and normative beliefs). Consequently, we analyze the
belief-attitude-intention relationship (see figure 3.8) and argue that IT executives’
intention to adopt Cloud Computing services is affected by their positive and neg-
ative attitudinal appraisals of Cloud Computing adoption, which are in turn influ-
enced by salient IT security risk beliefs about Cloud Computing. More specifically,
we hypothesize that perceived IT security risk (consisting of the six identified dis-
tinct security dimensions) is a salient antecedent that affects positive as well as
negative attitudes that subsequently influence behavioral adoption intentions and
actions. Therefore, we argue that IT executives assess different IT security related
risks that may arise from Cloud Computing adoption, combine these assessments
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into both positive and negative attitudinal appraisals that collectively influence IT
executives’ Cloud Computing adoption intentions.

Applying the TRA to the Cloud Computing adoption context, we hypothesize
that Cloud Computing adoption intentions are determined by IT executives’ overall
attitudinal appraisal of the negative and positive utility associated with Cloud Com-
puting adoption. This is in line with previous studies that showed that the perceived
negative utility (also called perceived risks or costs) influences IT adoption pro-
cesses. For example, Featherman and Pavlou (2003) and Kim et al. (2008) found
that perceived risk significantly affected the intention of individual consumers to
increase their level of Internet-based services and applications such as, e. g., bill
payment services. Likewise, Gewald et al. (2006) and Gewald and Dibbern (2009)
showed that perceived risk has a negative effect on IT managers’ intention to adopt
Business Process Outsourcing (BPO).

In addition to this, empirical studies showed that the IT executives’ perceived
positive utility (also called perceived opportunities or benefits) of IT adoption af-
fect their intention to increase the level of adoption of ITO and BPO. An empirical
study showed that adoption decisions of IT managers in the German banking in-
dustry were strongly affected by their perceived opportunities in BPO (Gewald
and Dibbern, 2009). Similarly, Chwelos et al. (2001) found a significant effect of
the perceived benefits of Electronic Data Interchange (EDI) on IT executives’ EDI
adoption intentions. Based on the described theoretical foundations and empirical
findings, we expect that IT executives’ attitudinal appraisals of the positive and
negative utility of Cloud Computing adoption have a significant role in forming
Cloud Computing adoption intentions. Consequently, we hypothesize that:

Hypothesis 7. IT executives’ perceptions of the negative utility of Cloud Com-
puting adoption are negatively related to their intention to increase the level of
Cloud Computing adoption.

Hypothesis 8. IT executives’ perceptions of the positive utility of Cloud Com-
puting adoption are positively related to their intention to increase the level of
Cloud Computing adoption.

Our following hypothesis on IT security risk’s influence on the overall per-
ceived negative utility (i. e., overall perceived risk) of Cloud Computing adoption
is based on Cunningham’s (1967) perceived risk framework. As already described
in section 2.2.2, in adoption-related contexts, perceived negative utility is often
explained as “the felt uncertainty regarding the possible negative consequences of
adopting a product or service” (Benlian and Hess, 2011). Peter and Ryan (1976,
p. 185) define the concept as the “expectation of losses associated with purchase”
and emphasize its inhibitory role related to purchase behavior. Accordingly, the
concept of perceived negative utility can be applied in adoption situations in which
a decision maker is uncertain and uncomfortable, or that create anxiety (Bettman,
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1973). Drawing on these definitions, we define perceived negative utility of Cloud
Computing adoption as the potential for loss in the pursuit of a desired outcome
when adopting Cloud Computing services.

Featherman and Pavlou (2003, pp. 454f.) typifies the overall perceived risk as
having five dimensions that are related to (1) performance, (2) financial, (3) time,
(4) psychological/social, and (5) privacy. A considerable amount of literature in
the field of individual and organizational behavior has been published on the di-
mensions of perceived risk and how risk influences product and service evaluations
(e. g., Featherman and Pavlou, 2003; Kim et al., 2008). Adopting this framework to
the IT outsourcing and Cloud Computing context, several studies found that IT se-
curity risk is one of, if not the most prevalent factor affecting overall perceptions of
risks associated with IT adoption and outsourcing decisions. For example, Benlian
and Hess (2011) showed in an empirical study of SaaS adopters and non-adopters
that IT security risks had the greatest impact on negative attitudinal evaluations
of SaaS adoption. Gewald and Dibbern (2005) found that performance and pri-
vacy risks significantly affected companies’ overall perceived risk related to the
acceptance of business process outsourcing in the German banking industry.

Whenever Cloud Computing is used as a sourcing model, clients face a mul-
titude of risks (see section 3.4.2 for descriptions of the IT security-related risks
identified during the development of measures). As the development of Internet-
based technologies is highly dynamic, Cloud Computing is subject to environmen-
tal uncertainties. Thus, IT executives may feel anxiety and discomfort because of
this unpredictability. Assuming that decision makers anticipate possible IT secu-
rity risks, we hypothesize that perceived IT security risks form an important salient
belief that increases IT executives’ feelings of uncertainty (i. e., perceptions of neg-
ative utility) of Cloud Computing adoption:

Hypothesis 9. IT executives’ perceptions of Cloud Computing adoption’s IT se-
curity risks are positively related to their attitudinal appraisals of the negative
utility of Cloud Computing adoption.

At the same time, we argue that IT security risk will also have an adverse effect
on overall positive attitudinal appraisals (i. e., perceived positive utility) of Cloud
Computing adoption. Previous literature suggested that Cloud Computing brings
about major operational improvements through cost reduction and standardization
opportunities as well as strategic flexibility (Armbrust et al., 2010; Cusumano,
2010). Cost advantages arise because external vendors can provide IT functions,
such as application services, at lower costs than client companies can. Since Cloud
Computing is based on the principles of virtualization and multi-tenancy, providers
can realize supply-side economies of scale because a single server is able to serve
multiple clients in parallel (Buxmann et al., 2011a, p. 11). This improved eco-
nomics in the provision of Cloud Computing-based services (compared to tradi-



3.6 Analysis of Adoption Decisions 73

tional, isolated software and hardware installations) can be passed on to the clients,
who may benefit from the provider’s cost-efficient architecture by having lower to-
tal costs of ownership. Due to the on-demand self service and the rapid elasticity
(see section 2.1), Cloud Computing customers may experience a higher strategic
flexibility because the large operational investments that have to be paid in advance
are shifted to the provider (Lacity et al., 1995, 2010). Therefore, Cloud Comput-
ing potentially reduces the vendor lock-in effects arising because of high switch-
ing costs that are a common characteristic of traditional on-premises software and
hardware installations (Buxmann et al., 2008, p. 501).

When clients perceive strong potential IT security risks, however, their over-
all assessment of Cloud Computing services’ benefits may suffer. Cost advantages
through using Cloud Computing may disappear because of precautions that have
to be taken against IT security threats. Moreover, potential benefits due to higher
strategic flexibility in switching Cloud Computing providers may be foregone,
since (relationship-) specific investments in establishing and ensuring IT security
may increase transaction costs again (Whitten and Wakefield, 2006, p. 230). Pre-
vious research studies in e-services adoption have also found that different per-
ceived risk facets decrease the perceived usefulness of e-services adoption and
subsequently reduce adoption intentions (Featherman and Pavlou, 2003; Feather-
man and Wells, 2010). Thus, we hypothesize as follows:

Hypothesis 10. IT executives’ perceptions of Cloud Computing adoption’s IT
security risks are negatively related to their attitudinal appraisals of the positive
utility of Cloud Computing adoption.

Taken together, we argue that perceived IT security risk assumes a dual role
in affecting IT executives’ Cloud Computing adoption intentions. It not only nur-
tures IT executives’ uncertainties and feelings of negative utility of Cloud Com-
puting adoption, but also attenuates IT executives’ positive attitudinal appraisals
by diminishing Cloud Computing adoption’s overall usefulness (i. e., perceptions
of positive utility). Figure 3.8 visualizes the final opportunity-risk model of Cloud
Computing adoption decisions and the ten related hypotheses that have been de-
veloped.

3.6.2 Description of Measures

In addition to the model shown in figure 3.5 with its risk dimensions and items
formally specified in section 3.4.1 and described in detail in section 3.4.2, we in-
cluded the nomological construct Intention to Increase Adoption (IIA) in order to
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Table 3.16 Additional Questionnaire Items for the Adoption Model

Constructs Indicators

To what extent do you agree with the following statements?

Perceived
Negative
Utility
(PNU)

• Adopting Cloud Computing is associated with a high level of risk.

• There is a high level of risk that the expected benefits of adopting Cloud Com-
puting will not materialize.

• Overall, I consider the adoption of Cloud Computing to be risky.

Source: Indicators are based on Featherman and Pavlou (2003)

Perceived
Positive
Utility
(PPU)

• Adopting Cloud Computing has many advantages.

• Adopting Cloud Computing is a useful instrument for increasing operational
excellence.

• Overall, I consider the adoption of Cloud Computing to be a useful strategic
option.

Source: Indicators are based on Gewald and Dibbern (2009)

Intention to
Increase
Adoption
(IIA)

• If there is a superior offer, Cloud Computing should be used for the application
domain I am in charge of.

• Our company should increase the existing level of adopting Cloud Computing.

• I support the further adoption of Cloud Computing.

Sources: Indicators are based on Gewald and Dibbern (2009); Benlian and
Hess (2011)

measure the behavioral intention to increase the level of Cloud Computing adop-
tion. The IIA construct was also used for tests regarding the nomological validity
and the validity of the multi-dimensional structure in sections 3.5.2.8 and 3.5.2.9.

Furthermore, we added two new constructs related to the Perceived Negative
Utility (PNU) as well as the Perceived Positive Utility (PPU). Table 3.16 pro-
vides our conceptual definition of these additional constructs and a summary of the
sources from which the items for the scales were drawn. Content and face validity
were established by adopting validated measurement items from previous research
studies with minor changes in wording. The indicators for these two constructs
are based on Featherman and Pavlou (2003) and Gewald and Dibbern (2009). All
nine indicators were measured using a seven-point Likert scale, with 1 referring
to the lowest score (i. e., complete disagreement) and 7 to the highest score (i. e.,
complete agreement) on the item scale.
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Table 3.17 Goodness of Fit of the Adoption Decisions Measurement Model

Statistic Adoption Model

N 354

chi2 2,133

df 955

chi2/df 2.233

GFI 0.814

RMSEA 0.061

SRMR 0.080

CFI 0.980

NFI 0.965

TLI 0.969

3.6.3 Results of the Statistical Analysis

The result data set obtained from our empirical survey (see section 3.5.1) was
used to calculate all statistics for the presented models. In our data analysis, we
tested our research hypotheses using Covariance Structure Analysis (CSA)-based
structural equation modeling. In order to obtain results comparable to those of
section 3.5, we employed LISREL (version 8.80; Jöreskog and Sörbom, 2006). As
we wanted to analyze how well all indicators together explain each construct and
in order to be able to assess the disturbance terms, CSA was used instead of Partial
Least Squares (PLS), which is said to provide less accurate parameter estimations
(Gefen et al., 2003, p. 68). The results are shown in tables 3.17 and 3.18.

The calculated goodness of fit statistics are comparable to those obtained for the
developed scale in section 3.5.2.1 (see table 3.8). With its 955 degrees of freedom
(df), the model has a chi2 statistic of 2,133. The chi2/df ratio of 2.233 indicates
a good model fit (Carmines and McIver, 1981; Wheaton et al., 1977). Regarding
the absolute fit of the model, measured by SRMR, GFI, and RMSEA, we received
mixed results. As the model is even more complex that the one used during scale
development (see figure 3.5), the results of the relative fit indices, which are less
sensitive to sample size, should be considered (Hu and Bentler, 1999; Hilkert et al.,
2011). The CFI of 0.980 indicates a good model fit. Likewise, the NFI of 0.965 as
well as the TLI, also called NNFI, of 0.969 are all above the threshold of 0.95
proposed by Hu and Bentler (1999, p. 27). For these reasons, we concluded that
our adoption-related measurement model has an acceptable goodness of fit.
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Table 3.18 Factor Loadings, AVE, and CR for the Adoption Decisions Measurement Model

Construct Factor Loadings AVE CR

Confidentiality 0.898 ; 0.931 0.837 0.911

Integrity 0.973 ; 0.931 0.907 0.951

Availability 0.885 ; 0.880 0.779 0.876

Performance 0.932 ; 0.922 0.859 0.924

Accountability 0.949 ; 0.901 0.856 0.922

Maintainability 0.956 ; 0.932 0.891 0.943

PITSR 0.781 - 0.900 0.719 0.884

PNU 0.469 - 0.915 0.558 0.780

PPU 0.638 - 0.864 0.550 0.783

IIA 0.827 - 0.893 0.752 0.901

All completely standardized factor loadings for the new constructs are signif-
icant, thus suggesting convergent validity. Additionally, all constructs also meet
the recommended threshold value for the Average Variance Extracted (AVE) (i. e.,
AVE > 0.5). The AVE ranges from 0.779 to 0.907 for the six security risk dimen-
sions, and takes values of 0.719 for the perceived IT security risk, 0.558 and 0.550
for PNU and PPU, and 0.752 for the intention to increase the Cloud Computing
adoption.

To evaluate construct reliability, we calculated the Construct Reliability (CR)
of each construct. All constructs have a CR level that is significantly above the
recommended cutoff value of 0.7 (Fornell and Larcker, 1981; Nunnally and Bern-
stein, 1994). Table 3.18 shows that the CR-values for the adoption decisions mea-
surement model range from 0.780 to 0.951, indicating internal consistency and
reliability of the indicators.

The validity of the individual indicators was assessed by testing for large and
statistically significant relationships between each indicator and its hypothesized
latent construct. The completely standardized factor loadings, i. e., the λ param-
eters, range from 0.880 to 0.973 for the six dimensions of security risks, 0.781
to 0.900 for the perceived IT security risk, 0.469 to 0.915 for the perceived nega-
tive utility, 0.638 to 0.864 for the perceived positive utility, and 0.827 to 0.880 for
the intention to increase the level of Cloud Computing adoption (see table 3.18).

Regarding the discriminant validity of the latent variables, the loadings of our
reflective indicators are higher with regard to their respective constructs than with
regard to any other construct.

Additionally, for all except one construct (i. e., PPU), the square roots of the
AVEs exceed the inter-construct correlations between the independent constructs,
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which are relatively low. The AVE of the perceived positive utility is 0.55, while its
inter-construct correlation with IIA is 0.829 (

√
0.55 ≈ 0.742 < 0.829). In case of

all other constructs, the latent variables’ discriminant validity is supported (Fornell
and Larcker, 1981, p. 46; Weiber and Mühlhaus, 2009, p. 135).

The results in figure 3.9 indicate that 61% of the variance in perceived IT secu-
rity risk involved in the use of Cloud Computing are explained by its constituting
facets. Surprisingly, 47% of the variance in the perceived negative utility are ex-
plained solely by the perceived IT security risk. In addition, 25% of the variance
in perceived positive utility are explained. Finally, perceived positive and negative
utility together explain 74% of the variance in intention to increase the level of
Cloud Computing adoption. The results also show that the path coefficients in the
research model are all significant. Overall, the data supported all our ten hypothe-
ses.

Hypotheses 1–6. As already shown during scale development in section 3.5.2,
the perceived risks in each sub-dimension positively and significantly affect
PITSR. Thus, hypotheses 1 to 6 are supported. While integrity risks are related
with a relatively low β of 0.05 (with p<0.05, i. e., *), risks related to main-
tainability and performance show higher β path coefficients of 0.09 and 0.13
with p<0.01 (**). The other three security risk dimensions, i. e., accountability,
availability, and confidentiality, are highly significant with p<0.001 (***) and
completely standardized path coefficients of 0.20, 0.29, and 0.42.
This means that the perceived IT security risk is largely affected by
confidentiality-related risks, such as the supplier looking at sensitive data (e. g.,
Beulen et al., 2005; Briscoe and Marinos, 2009; Schwarz et al., 2009), attackers
eavesdropping communications (e. g., Jensen et al., 2009; Viega, 2009; Dawoud
et al., 2010), or that data are disclosed by the provider (e. g., Itani et al., 2009;
Kaufman, 2009; Viega, 2009).

Hypothesis 7. The first effect which we hypothesized to be negative was the ef-
fect of IT executives’ overall perceived negative utility of Cloud Computing
on their intention to increase the level of Cloud Computing adoption. The re-
sults shown in figure 3.9 support hypothesis 7. The relation is highly significant
with p<0.001 (i. e., ***) and has a moderate path coefficient β=-0.24.

Hypothesis 8. The highest measured, very large path coefficient of β=0.75 in-
dicates very strong support for hypothesis 8, that the IT executives’ overall
perceived positive utility of Cloud Computing are positively related to their
intention to increase the level of Cloud Computing adoption. The relation is
highly significant (i. e., ***) with p<0.001.
Our results show that perceived positive and negative utilities were not factored
into adoption decisions to the same extend. With a path coefficient of 0.75, the
perceived positive utility seems to have a much stronger effect on the adoption



78 3 Evaluation of Perceived IT Security Risks

C
onfidentiality

R
² = 0.62

Perceived
N

egative U
tility

R
² = 0.47

Integrity
R

² = 0.48
Availability

R
² = 0.51

Perform
ance

R
² = 0.55

A
ccountability
R

² = 0.63
M

aintainability
R

² = 0.62

Perceived IT
Security R

isk
R

² = 0.61

Perceived
Positive U

tility
R

² = 0.25

Intention to
Incr. A

doption
R

² = 0.74

0.42***
0.29***

0.13**
0.20***

0.09**
0.05*

-0.24***

0.75***

0.69***

-0.50***

Figure 3.9 Results for the Adoption Decisions Measurement Model
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intention than the perceived negative utility has (with a path coefficient of -
0.24). This stronger effect of benefits or opportunities was already found in
previous adoption-related studies (Gewald and Dibbern, 2005, 2009; Benlian
and Hess, 2011).

Hypothesis 9. Furthermore, the data indicates that the IT executives’ beliefs re-
garding IT security risks of Cloud Computing are positively related (β=0.69,
p<0.001, i. e., ***) to the overall perceived negative utility. This is in line with
previous studies that found that IT security related risks are one of, it not the
major risk factor affecting outsourcing and adoption decisions (e. g., Gewald
and Dibbern, 2005; Benlian and Hess, 2011).

Hypothesis 10. Finally, the perceived IT security risk shows a highly significant
negative effect on the overall perceived positive attitudes towards Cloud Com-
puting adoption (β=-0.50, p<0.001, i. e., ***). This is an important contribution
as our hypothesized model is a departure from previous research on perceived
risk where IT security risk just had an effect on negative utility assessments
(e. g., Benlian and Hess, 2010, 2011). Thus, this thesis provides a more nu-
anced view of the nature and dual inhibitory role of perceived IT security risks
in Cloud Computing adoption decision-making processes.

In order to assess the effect of perceived IT security risks on the intention to
increase the level of Cloud Computing adoption, the total effects of PITSR on IIA
can be used. These effects indicate, how much a one unit change in one construct
will change the expected value of another construct. As PITSR was modeled not
to have any direct effects on IIA (see figure 3.9), the total effects are equal to the
indirect effects. These represent the influence of one construct on another as me-
diated by one or more intervening variables (Diamantopoulos and Siguaw, 2000,
pp. 69f.), i. e., the overall perceived negative and positive utility in our model.

Our LISREL-based data analysis shows that the perceived IT security risk re-
lated to Cloud Computing has standardized total effects of -0.540 on the IT exec-
utives’ intention to increase the level of adoption. The highly significant t-value
of -10.312, i. e., ***, indicates that, with a probability of error of less than one per
mil, PITSR has an effect on IIA.

Table 3.19 shows the standardized total effects of each security risk dimension
on the intention to increase the level of Cloud Computing adoption. The effects of
the confidentiality-, availability-, and accountability-related risks are highly sig-
nificant (i. e., ***) and negative. In particular, the security risk dimension “con-
fidentiality” shows strong indirect effects on IIA, where a one unit change in the
confidentiality construct will reduce the expected value of the IIA construct by
more than 0.2.
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Table 3.19 Total Effects of Risk Dimensions on Adoption Intentions

Construct Total Effects on IIA T-Value

Confidentiality -0.226 -6.930

Integrity -0.025 -1.013

Availability -0.157 -5.428

Performance -0.070 -2.845

Accountability -0.107 -4.040

Maintainability -0.049 -2.054

Performance (**) and maintainability (*) also show significant negative effects
on the intention to increase the level of adoption, but these effects are less strong
than for the already mentioned security risk dimensions.

The least strong total effect is related to integrity risks, where the t-value of -
1.013 indicates that the effect is significant with a probability of error of more
than 5%.

The standardized total effects of each individual security risk item on the adop-
tion intention are shown in table 3.20. The table is sorted in decreasing order of
the effect on IIA which means that the risks with the strongest impact are at the
top of the table.

Six IT security risks of the top seven listed risks show highly significant (i. e.,
***) total effects: “Supplier looking at sensitive data” (e. g., Beulen et al., 2005;
Briscoe and Marinos, 2009; Schwarz et al., 2009), “Unintentional downtime”
(e. g., Aron et al., 2005; Benefield, 2009; Yildiz et al., 2009), “Disclosure of in-
ternal system data”, “Attacks against availability” (e. g., Bhattacharya et al., 2003;
Jensen et al., 2009; Zhang et al., 2009), “Identity theft” (e. g., Goodman and
Ramer, 2007; Jensen et al., 2009; Viega, 2009), and “Insufficient availability of
internal systems”.

Out of these risks, three are related to the availability (of services and internal
systems). The other three highly significant risks consist of two confidentiality-
and one accountability-related risks.

Another confidentiality risk is ranked fifth based on its total effect (-0.041), but
its relatively smaller t-value of -3.043 (**, i. e., p<0.01) suggests that the effect is
less significant than the former seven risks: The risk that data fall into the wrong
hands because of (intentional or accidental) disclosure by the provider (e. g., Itani
et al., 2009; Kaufman, 2009; Viega, 2009) seems to be another very important risk
for the (potential) users of Cloud Computing.

It should be noted that two of the significant top seven risks are related to in-
ternal systems and data. Both security risk items were not found during the liter-
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Table 3.20 Strongest Total Effects of Individual Risks on Adoption Intentions

Total Effects

Short Risk Description Dimension on IIA T-Value

Supplier looking at sensitive data Confidentiality -0.096 -5.202

Unintentional downtime Availability -0.045 -3.871

Disclosure of internal system data Confidentiality -0.044 -3.588

Attacks against availability Availability -0.041 -3.817

Disclosure of data by the provider Confidentiality -0.041 -3.043

Identity theft Accountability -0.034 -3.524

Insufficient availability of internal systems Availability -0.031 -3.424

Insufficient logging of actions Accountability -0.029 -3.286

Eavesdropping communications Confidentiality -0.029 -2.497

Discontinuity of the service Availability -0.026 -2.853

Network performance problems Performance -0.019 -2.527

Missing logging of actions in internal systems Accountability -0.018 -2.587

Performance issues of internal systems Performance -0.018 -2.563

Access without authorization Accountability -0.017 -2.468

Limited customization possibilities Maintainability -0.016 -1.946

Limited scalability Performance -0.015 -2.296

Data loss at provider side Availability -0.014 -1.635

Deliberate underperformance Performance -0.013 -2.256

Incompatible business processes Maintainability -0.010 -1.812

Insufficient user separation Accountability -0.009 -1.585

Unfavorably timed updates Maintainability -0.008 -1.720

Data manipulation at provider side Integrity -0.007 -0.991

Proprietary technologies Maintainability -0.005 -1.427

Data modification in internal systems Integrity -0.005 -0.976

Loss of data access Availability -0.005 -0.578

Insufficient maintenance Maintainability -0.004 -1.273

Incompatible with new technologies Maintainability -0.004 -1.188

Accidental modification of transferred data Integrity -0.004 -0.943

Accidental data modification at provider side Integrity -0.004 -0.930

Limited data import Maintainability -0.002 -0.650

Manipulation of transferred data Integrity -0.001 -0.559
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ature review (see section 3.1) and were added during the expert interviews (see
section 3.3). This is an indication that the comprehensive conceptualization con-
tributes to the existing literature, which seems to be lacking some of the security
risks that mostly affect the IT executives’ intention to increase the level of Cloud
Computing adoption.

3.6.4 Discussion of the Survey’s Results

As a result of chapter 3, it has been shown that our proposed multi-dimensional
conceptualization of perceived IT security risk related to Cloud Computing is more
suitable than the measures used in previous studies which relied on simple, uni-
dimensional and/or inconsistent conceptualizations (e. g., Chellappa and Pavlou,
2002; Flavián and Guinalíu, 2006; Casalo et al., 2007; Kim et al., 2008; Pavlou
et al., 2007). The developed scale was successfully evaluated and the results pro-
vide evidence for the validity of the multi-dimensional structure.

Table 3.21 The Ten Highest Rated IT Security Risks of Cloud Computing

Short Risk Description Dimension Mean

Identity theft Accountability 5.289

Attacks against availability Availability 5.252

Supplier looking at sensitive data Confidentiality 5.231

Disclosure of data by the provider Confidentiality 5.063

Disclosure of internal system data Confidentiality 5.046

Network performance problems Performance 4.889

Unintentional downtime Availability 4.796

Eavesdropping communications Confidentiality 4.707

Insufficient logging of actions Accountability 4.669

Proprietary technologies Maintainability 4.630

Table 3.21 shows descriptive statistics of the ten highest rated IT security risks
related to Cloud Computing. It can be seen that all four identified confidentiality-
related risks are included. Interestingly, none of the five integrity risks is among the
ten risks perceived to be most serious, even tough the rarely used term “integrity”
was not used in the risks’ descriptions. We paraphrased the term with deliberate
“manipulation” or accidental “modification” of data (see appendix A.5).
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It is remarkable that two of the top ten security risk items assume that the
provider deliberately shows misconduct: the risk that the supplier is looking at
sensitive customer data stored or processed on its servers (e. g., Beulen et al.,
2005; Briscoe and Marinos, 2009; Schwarz et al., 2009), and the risk that data
are disclosed by the provider to unauthorized third parties (e. g., Itani et al., 2009;
Kaufman, 2009; Viega, 2009). As these risks cannot be fully mitigated by tech-
nical countermeasures, this stresses the need of trust building measures issued by
Cloud Computing providers.

The risk of “Proprietary technologies” was rated to be a serious risk by the IT
executives, although analysis in section 3.6 shows that it has no significant impact
on the adoption decisions. This means that even though Cloud Computing users
know that proprietary technologies increase lock-in effects, it does not affect their
attitudes towards the technology. This has implications for providers which can use
own formats or protocols to their advantage by binding customers to their products
(Buxmann et al., 2011a, pp. 28f. and 33f.).

The strong relation between perceived IT security risk and the intention to in-
crease adoption is an important theoretical contribution to the IT security and IT
risk literature. Although it has been shown that there are many factors influencing
the adoption decision of potential customers and users, such as subjective norm
(Fishbein and Ajzen, 1975), perceived benefits (Chwelos et al., 2001) and oppor-
tunities (Gewald and Dibbern, 2009), as well as other types of risk, e. g., economic
and strategic risk (Benlian and Hess, 2011), perceived IT security risk, in and of
itself, explains 28% of the dependent variable’s variance (see figure A.9 in ap-
pendix A.8).

Additionally, the results of this thesis shed light on the dual detrimental role of
PITSR. The theoretical model proposed in figure 3.8 links perceived IT security
risk with both positive and negative attitudinal evaluations to fully comprehend
PITSR’s impact in a broader nomological network. Analysis shows that the six
different dimensions of IT security risk can, at the same time, both increase reser-
vations against Cloud Computing (e. g., due to data losses and extended down-
times) and decrease the promised opportunities of Cloud Computing adoption
(e. g., through cost advantages and switching flexibility). Therefore, those security
risks not only nurture the perceived negative utility but also abate the perceived
positive utility of Cloud Computing, and, thus, may exhibit a double detrimental
effect on the adoption intentions related to Cloud Computing.

The perceived positive utility of Cloud Computing adoption has a stronger influ-
ence on IT executives’ intention to increase the level of Cloud Computing than the
perceived negative utility. This is in line with previous studies where the perceived
opportunities had a substantially stronger impact on the intention to increase the
level of adoption than perceived risks (Gewald and Dibbern, 2009; Benlian and
Hess, 2011).
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The CSA-based analysis in sections 3.5 and 3.6 shows that confidentiality-
related risks are most influential, followed by availability and accountability risks.
These three dimensions of IT security risks show highly significant effects on
PITSR as well as on the (potential) users’ adoption intentions. The other three di-
mensions, i. e., performance, maintainability, and integrity, are significant but with
a lower effect on PITSR and the intention to increase the level of Cloud Computing
adoption. Even though integrity risks are rated higher on average than performance
and maintainability risks, they seem to have less impact on forming the aggregated
perceived IT security risk.



Chapter 4

Risk Quantification Framework

In this chapter about the risk quantification framework1, first, the model – includ-
ing its parameters as well as related equations and algorithms – is introduced. The
model supports risk management by efficiently aggregating the individual risks for
the decomposed parts of an IT scenario back to an overall risk. The second section
describes simulation results regarding sensitivity analysis, identification of cost
drivers, and the introduction of inaccuracy. Third, the application of the proposed
risk quantification framework using a real-life business process and a prototype of
a SaaS-based implementation are presented.

4.1 Model Description

The framework is build around the thought that – especially for larger IT architec-
tures – it is hard to manage all involved risks using only a high level perspective.
As the complexity of large-scale systems is too high, the model facilitates decom-
position of scenarios into smaller parts, i. e., smaller scenarios for which the IT risk
management process can be carried out more easily. Especially during the phases
of risk identification and quantification, decision makers can, thus, better analyze
and estimate potential risks. The risk quantification framework supports risk quan-
tification by efficiently aggregating the individual risks for the decomposed parts
back to an overall risk distribution.

Each scenario is assumed to consist of various components of different types.
Expert interviews with IT risk management consultants showed that scenarios in-
volving IT outsourcing are usually composed of services and data transfers. Using

1 Compare, in the following, Ackermann and Buxmann (2010); Ackermann et al. (2013).

T. Ackermann, IT Security Risk Management, DOI 10.1007/978-3-658-01115-4_4, 
© Springer Fachmedien Wiesbaden 2013
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visualizations such as the one shown in figure 4.1 help to better identify and quan-
tify the most critical data transfer-related risks, when data are transferred from one
service of “security zone” (e. g., an in-house service) to another “security zone”
(e. g., a service hosted by an external provider).

All of the risks, found in the conducted literature review (see section 3.1 as well
as tables A.1 and A.2) could be assigned to either services or data transfers. There
were no risks that are neither related to services nor to data transfers. Therefore,
in the following, we speak of scenarios consisting of services and data transfers.
Nonetheless, the proposed model allows incorporation of other types of scenario
components, such as people or devices.

In order to quantify risks of a given scenario and in order to calculate the risk
measure characteristics with which the scenario’s cost drivers can be analyzed, the
distribution of potential losses has to be calculated.

Our approach uses the business process with its risk parameter tables as an in-
put for the calculation. The model parameters, i. e., the variables used to describe a
scenario (e. g., a distributed business process) are described in section 4.1.1, while
two different approaches for calculating the distribution of potential losses is de-
scribed in section 4.1.2. In section 4.1.3, algorithms for deriving risk measures are
presented.

The result is presented in the form of a discrete Probability Density Function
of the Potential Losses (PDFL). See figures 4.2 and 4.15 for examples of such
functions. Based on this distribution, risk measure characteristics can be derived
using calculations provided in section 4.1.3.

4.1.1 Parameter Descriptions

In this section, all input variables of the model are successively introduced and
described. Sections 4.1.1.1 and 4.1.1.2 present the basic parameters, needed for
every scenario, while sections 4.1.1.3 to 4.1.1.5 present various possible extensions
to the base model.

4.1.1.1 Basic Scenario Parameters

In the previous section, a scenario was described to be composed of services and
data transfers. More generally, we say that a scenario consists of component types,
such as services and data transfers. The set X contains all valid scenario component
types, e. g., X = {S;T}. This states that a scenario consists of two different type:
services (S) and data transfers (T ). Figure 4.1 visualizes an exemplary scenario
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Figure 4.1 Exemplary Service Graph. The nodes represent services, the connections represent
data transfers.

of a business process consisting of two different scenario component types, i. e.,
services and data transfers. The nodes of the graph represent the eight services,
while ten data transfers between the services are indicated by the graph’s edges.

The set of all scenario component types X has been introduced in order to be
able to incorporate other abstract types of components that could be important to
risk quantification of IT-related scenarios, such as companies, devices, or people.
Additionally, this form allows shorter equations and algorithms because it is no
longer necessary to explicitly incorporate separate service and data transfer related
calculations.

The individual scenario components are stored in sets called Kx, where x indi-
cates the service component type. E. g., if X was defined as above, all of the sce-
nario’s services are contained in the set KS while all data transfers are contained
in KT . For the business process shown in figure 4.1, the sets could be defined
as KS = {S1; . . . ;S8} and KT = {T 1; . . . ;T 10}.

4.1.1.2 Basic Risk Parameters

The invocation of services is associated with service-related risks. pS
rk denotes the

occurrence probability of service-related risk r in service k. An incident of service-
related risk r (occurring in one or more of the service calls) causes costs of cS

r .
Additionally, every data transfer k between two services is associated with data
transfer-related risks r with an occurrence probability pT

rk and caused costs of cT
r .

The model is based on the assumption that all risks are uncorrelated. This implies
that all analyzed risks should be mutually exclusive (see, e. g., Wang et al. (2008,
pp. 108f.) for a similar assumption).

If only these basic risk parameters are used to model a scenario, it is possible to
calculate the aggregated risk occurrence probabilities p̄x

r for each risk r like shown
in equation (4.1).
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Table 4.1 Input Variable Definitions for the Simulation Model

Variable Domain Description

S Set of services

T Set of data transfers

X Set of service process component types, e. g., X = {S;T}
x ∈ X Represents one type of service process components, such as services (S) or

data transfers (T )

Kx Set of all components of service process component type x

k ∈ Kx Represents one component, e. g., one individual service or a single data
transfer

Rx Set of all risks, related to service process components of type x

r ∈ Rx Represents one risk

px
r ∈ [0;1] Global occurrence probability of risk r related to service process compo-

nents of type x

px
rk ∈ [0;1] Occurrence probability of risk r related to service process components of

type x in component k

cx
r ∈ R+ Potential global losses associated with risk r related to service process com-

ponents of type x

cx
rk ∈ R+ Potential losses associated with risk r related to service process compo-

nents of type x in component k

dx
k ∈ R Number of invocations of component k related to service process compo-

nent type x

f x
r ∈ B Boolean flag which indicates whether the dx

k are taken into account for
risk r related to service process component type x

p̄x
r := 1− ∏

k∈Kx
(1− px

rk) (4.1)

This probability determines the chance that risk r will occur at least once in the
whole scenario. It is derived by calculating the probability for the event that the risk
does not arise in any service or data transfer k and then using the complementary
probability.

4.1.1.3 Extension 1: Advanced Workflow Patterns

In order to map business processes using advanced workflow patterns, such as
loops and branches, for each risk, we introduce a flag f and a parameter d, for each
service or data transfer. If f is true, the number of invocations dx

k of component k
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is taken into account when the overall risk occurrence probability is calculated.
This means that a service which is called twice leads to a higher chance of risk
occurrence while a service which is only called one out of ten times, leads to a
lower probability compared to exactly one invocation. Per default, all dx

k are 1.0
and all flags f x

r are set to false. If the transition probabilities for all conditional
branches of a workflow are given, the d parameter values can easily be calculated
by solving a system of linear equations (Ross, 1996).

While some risks, such as inflexible contracting, are related to the provider,
other risks, such as eavesdropping using Man-in-the-Middle attacks, could occur
in every single data transfer (Schneier, 2004). Therefore, it is important to be able
to model loops and branches. This allows modeling business processes that iterate
over a set of customers or products, where a subset of the services is called multiple
times. Additionally, branches are necessary in order to model optional services
which are not invoked every time the workflow runs, for example, because they
are charged on a pay-per-use basis.

If flag f for a service- or data transfer-related risk is set, the number of invoca-
tions of the component k, dx

k , is incorporated into the calculation of the combined
and aggregated occurrence probability p̄x

r of risk r for scenario component type x
as follows:

p̄x
r := 1− ∏

k∈Kx

(
(1− px

rk)
dx

k

)
(4.2)

If flag f x
k is not set, equation (4.2) remains the same except the exponent dx

k ,
which is then considered to be 1.0 and can therefore be omitted for faster calcula-
tions.

4.1.1.4 Extension 2: Dependent Losses

Additionally to static losses cx
r , it is also possible to model losses cx

rk which only
arise, if the risk occurs at a specific component k. These costs depend on the af-
fected services or data transfers and allow modeling scenarios where the potential
losses are higher if two services are affected by a risk simultaneously. The default
individual costs cx

rk are zero.
Dependent losses occur, for example, if downtime of one service is more critical

than non-availability of others, e. g., because there might be no fallback-services
or because it might take longer to recover in certain cases. Another example are
replay attacks (Biskup, 2009): It might be harmless if a valid data transmission
is fraudulently repeated to a service that just performs the task of validating data.
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Conversely, an order service accepting maliciously repeated order messages could
lead to complete disorder of a supply chain.

The calculation can be modeled to be a new instance of the base problem: Each
service or data transfer is modeled to be a new risk with its specific costs cx

rk and
overall occurrence probability px

rk. After calculating the joint probability density
function (see section 4.1.2.2), all cost values of this distribution except the costs
equal to zero are increased by the global costs cx

r .
Please note that, if there is a service or data transfer with individual costs of zero

and an occurrence probability greater zero, it is necessary to keep track of when
the risk did and did not occur, because later the global costs need to be added to
only the cases where it occurred.

4.1.1.5 Extension 3: Conditional Probabilities

For some risks, it may be necessary to define a global event whose occurrence
influences the probabilities that the risk occurs in the individual services or data
transfers. Examples for these events can be that a used security mechanism (e. g.,
an encryption algorithm) suddenly becomes insecure or a fire in the local data
center which affects internal services. Therefore, for each risk r, we introduce a
parameter px

r which defines the occurrence probability of the global event. If the
event does not occur, all px

rk are treated to be 0.0. If the event occurs, the px
rk define

the chance of risk occurrence. This property is connected to conditional indepen-
dence and closely related to the concept of divergent Bayes nets. The default value
for the event-related global probabilities px

r is 1.0.
An example of such a global event may be that insufficient separation of co-

existing Virtual Machines (VMs) in a Cloud Computing infrastructure can be ex-
ploited. This would increase the chances that attackers on the same system can
access other VMs’ virtual disks or memory without authentication. Furthermore,
it could lead to confidentiality risks, such as data leakage, but could also be a threat
to integrity in case of unauthorized data modifications (Dawoud et al., 2010).

The conditional probabilities can be incorporated before the calculation of the
overall risk occurrence probabilities, by multiplying the individual service- or data
transfer-related occurrence probabilities pS

rk and pT
rk with the global occurrence

probabilities pS
r and pT

r .
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4.1.2 Calculations of the Overall Risk Distribution

The following two sections describe two different approaches for calculating the
overall probability density function of the potential losses. Both approaches will
be compared in section 4.2.3.

4.1.2.1 Power Set-Based Approach

A first approach to calculate the costs’ probability density function is based on the
power set P of all risks. This approach relies on the aggregated risk occurrence
probabilities p̄x

r which means that it is not possible to use individual losses per
scenario component (see section 4.1.1.4). The process of calculation the overall
probability density function PDFL consists of the following steps:

1. Aggregate the individual occurrence probabilities px
rk to the aggregated risk

occurrence probabilities p̄x
r for each risk r using equation (4.1)

2. Calculate the overall PDFL using the power set-based approach using listing 4.1

Listing 4.1 represents the most basic form of the algorithm, as it only allows ba-
sic risk parameters defined in section 4.1.1.2. The algorithm does not yet incorpo-
rate advanced workflow patterns (see section 4.1.1.3) and conditional probabilities
(see section 4.1.1.5).

The algorithm iterates over all possible combinations of risks that could oc-
cur simultaneously (line 3). For each combination the probability and the arising
costs are calculated (lines 6 to 13) and added to the probability density function
of the potential losses PDFL (lines 14 to 18) which maps costs to their occurrence
probability (Ackermann and Buxmann, 2010, p. 5).

Each subset in the power set P represents one possible combination of risks ∈
{(X ;Rx) | x ∈ X} that can occur together. The computation can, e. g., be imple-
mented using a bit representation for iterating over all items in the power set. If a
bit is one, the associated risk occurs, if it is zero, the risk does not occur. In total,
there is one bit for each of the R risks. As the algorithm iterates over all integers
from zero to 2R − 1, all 2R possible combinations of risks that can occur together
can be analyzed.

For each bit configuration, the algorithm performs R−1 multiplications in order
to calculate the aggregated risk occurrence probability p̄x

r using equation (4.1). In
summary, this leads to 2R · (R− 1) multiplications. Regardless of the probability
and cost values, the number of multiplications remains the same.

This approach, however, has some disadvantages. For every added risk, more
than twice as many multiplications have to be calculated. Additionally, because of
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1 input p̄x
r ; cx

r ∀ (x;r) ∈ {(X ;Rx) | x ∈ X}
2 output PDFL: the calculated probability density function of the potential losses
3 for each subset ∈ P ({(X ;Rx) | x ∈ X})
4 costs ← 0.0
5 probability ← 1.0
6 for each (x;r) ∈ {(X ;Rx) | x ∈ X}
7 if (x;r) ∈ subset then
8 costs ← costs + cx

r
9 probability ← probability · p̄x

r
10 else
11 probability ← probability · (1.0 − p̄x

r)
12 end if
13 end for
14 if ∃ PDFL[costs] then
15 PDFL[costs] ← PDFL[costs] + probability
16 else
17 PDFL[costs] ← probability
18 end if
19 end for
20 return PDFL

�

Listing 4.1 Calculation of the Potential Losses’ Probability Density Function

the used bit representation, the algorithm scales only to the number of bits available
per integer or long, which means that, in most cases, more than 64 risks cannot be
handled.

Furthermore, it can be shown that 2R−1 · (R− 2) multiplications are unneces-
sarily repeated. For a large number of risks, the ratio of unnecessarily repeated
multiplications to the total number of multiplications approaches 50%, which is
shown in equation (4.3).

lim
R→∞

2R−1 · (R−2)
2R · (R−1)

=
1
2

(4.3)

This means that using the power set-based approach, a sufficiently large num-
ber of risks cannot – or only with great difficulty – be taken into account. More-
over, research on IT outsourcing increasingly identified more and more risks over
the last couple of years. For example, Earl (1996) lists eleven risks, Lacity et al.
(2009) presents a collection of 28 risks, and Ackermann et al. (2011) identified 70
technological risks of IT outsourcing.
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Figure 4.2 Calculation of the Joint Density Function Without Rounding

4.1.2.2 Hierarchical Approach

A more efficient approach, which allows implicit caching of these multiplications,
is to divide the problem into smaller sub-problems. Like shown in figure 4.2, it is
possible to calculate joint probability density functions by successively joining two
probability density functions. The hierarchical approach which we propose starts
with simple distributions for each risk, like shown in figure 4.2 at the left side: No
costs occur with probability (1− p) and costs c with probability p. The process of
calculation the overall probability density function PDFL consists of the following
steps:

1. Calculate separate PDFLs for each individual risk r
2. Iteratively combine all separate PDFLs to the final PDFL

The approach computes joint distributions until only one distribution, the final
density function, remains. For R risks, (R−1) joins need to be calculated. We use
a priority queue for storing all distributions sorted by the number of cost values on
the x-axis. The approach always combines the two smallest distributions in order
to keep the number of multiplications to a minimum and to create the smallest
possible distributions for the next steps in the hierarchy. If the distributions were
simply joined successively, the hierarchies would not be as shallow and balanced,
which would lead to a higher number of multiplications. Exemplary hierarchies
for scenarios with 9 and 16 risks are shown in figure 4.3.

Additionally, the partitioning of the calculation is more flexible compared to
previously proposed models, because it is possible to start with distributions that
contain more than two values on the x-axis in the first step. This allows incor-
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Figure 4.3 Tournament Complexity

poration of risks whose losses depend on the affected services or data transfers
risks (see the model’s extension with dependent losses in section 4.1.1.4), as these
special kind of risks lead to initial distributions with multiple cost values on the
x-axis.

As it is complicated to estimate the number of multiplications for this kind of
hierarchy, we calculate an upper bound by assuming the worst case where all dis-
tributions are successively joined regardless of their size. The calculation would
look like follows: ((R1 and R2) and R3) and R4 ... which leads to high and unbal-
anced hierarchies. The number of multiplications can then be recursively defined
as g(R) = g(R−1)+2 ·R or iteratively calculated like shown in equation (4.4):

R

∑
i=2

2i =

(
R

∑
i=0

2i

)
−3 =

(
2(R+1)−1

)
= 2(R+1)−4 (4.4)

Compared to the number of multiplications of the power set-based algorithm,
2R · (R− 1), even in the worst case, the hierarchical approach needs fewer multi-
plications (for R ≥ 2). If the approach always joins the two smallest (i. e., with the
fewest number of cost values on the x-axis, such as shown in figure 4.3) distribu-
tions, the differences will be even greater.
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An alternative approach for faster calculation of joint density functions is shown
by Sang et al. (1992). They compute the joint density function of a set of discrete
independent random variables by generating the resulting distribution in order of
decreasing probability. This allows the algorithm to stop the calculation as soon as
a given accuracy has been obtained.

4.1.3 Determination of Risk Measures

Based on the calculated discrete probability density functions, the PDFLs,
described in sections 4.1.2.1 and 4.1.2.2, it is possible to derive risk measures.
These characteristics of the risk distribution can be incorporated into individual
utility-functions and, thus, be used to evaluate scenarios. For example, a risk
neutral decision maker solely tries to minimize the mean value μ of the potential
losses. In this section, we describe how to calculate three basic risk measures,
i. e., the average μ (also mean or expected value), the variance σ 2, and the
Value-at-Risk. For other risk measures, such as the expected shortfall, based
on loss distributions see McNeil et al. (2005, pp. 35–48). A basic algorithm for
calculating the average is given in listing 4.2.

1 input PDFL
2 output The calculated average μ of the potential losses
3 ret ← 0.0
4 for each k ∈ PDFL.getCostValues()
5 ret ← ret + (PDFL[k] · k)
6 end for
7 return ret

�

Listing 4.2 Calculation of the Average Potential Losses

The algorithm simply iterates (line 4) over all cost values on the distribution’s
x-axis and builds the sum of all weighted averages by multiplying each cost value
with their occurrence probability (line 5). Finally, listing 4.2 returns the expected
value for the given discrete costs’ probability density function PDFL.
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1 input PDFL
2 output The calculated variance σ2 of the potential losses
3 xs ← PDFL.getCostValues()
4 iterator = xs.iterator()
5 m ← iterator.next()
6 sumw ← PDFL[m]
7 t ← 0.0
8 while (iterator.hasNext())
9 xi ← iterator.next()

10 wi ← PDFL[xi]
11 q ← xi - m
12 temp ← sumw + wi
13 r ← q · wi / temp
14 m ← m + r
15 t ← t + r · sumw · q
16 sumw ← temp
17 wend
18 return t

�

Listing 4.3 Calculation of the Variance of the Potential Losses

Listing 4.3 uses an advanced version for calculating the distribution’s variance
(i. e., the square of the standard deviation σ ) for the given discrete costs’ probabil-
ity density function PDFL. Normally, the variance is calculated by first calculating
the average μ and then calculating the squared deviation of the distribution from
its expected value in a second step. This process would require two iterations over
all cost values on the x-axis of the PDFL, and, thus, consume more time.

Therefore, an advanced process for calculating the variance σ 2 in one iteration
instead of two is used. The calculation is based on the “WV2 Proposed Algo-
rithm for Weighted Variance” by West (1979) in one pass. The algorithm stores all
weights as occurrence probabilities in the variables called wi, while the xi store the
cost-related values. The mean, which is continuously updated, is stored in variable
m.

After calling the function, the standard deviation σ can be derived by taking
the square root of the calculated variance σ2.

The Value-at-Risk is defined as the lowest number l, so that the probability that
losses L greater than l occur, is exceeded by (1−α) (Duffie and Pan, 1997). A
mathematical definition is given by McNeil et al. (2005, p. 38):

VaRα := inf{l ∈ R : P(L > l)≤ 1−α} (4.5)
:= inf{l ∈ R : FL(l)≥ α} (4.6)
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1 input Confidence level α ∈ {r ∈ R | 0 < r≤ 1} ; PDFL
2 output The calculated Value-at-Risk
3 maxProbabilityOfError ← 1.0 − α
4 currentProbabilityOfError ← 0.0
5 sortedCosts ← PDFL.getSortedCostValues()
6 backwardsIterator ← sortedCosts.descendingIterator()
7 lastCosts ← sortedCosts.getSortedCostValues().last()
8 while (
9 backwardsIterator.hasNext() &&

10 currentProbabilityOfError \leq maxProbabilityOfError)
11 currentCosts ← backwardsIterator.next()
12 currentProbabilityOfError ← currentProbabilityOfError +
13 PDFL[currentCosts]
14 lastCosts ← currentCosts
15 wend
16 return lastCosts

�

Listing 4.4 Calculation of the Value-at-Risk

The characteristic represents a threshold value which specifies the maximum
amount of losses that will occur with a given confidence level α . This means that
all losses greater than this threshold are less likely than (1−α). Usually, the Value-
at-Risk is a statistical measure of the risk associated with an investment or set of
investments, based on extreme value theory. It quantifies the stochastic behavior at
unusually large (or small) levels and is, thus, concerned with occurrence probabil-
ities and statistical questions related to those extremely rare events (Wang et al.,
2008, p. 106).

Listing 4.4 returns the Value-at-Risk for the given discrete costs’ probability
density function (PDFL) and the given confidence level α . For performance rea-
sons, the calculation is done from the highest to the lowest cost values on the dis-
tribution’s x-axis. Therefore, the algorithm is more efficient for higher confidence
levels (i. e., greater 0.5).

The algorithm starts with the highest possible amount of losses that can occur
and then iterates back to the lowest possible amount on the distribution’s x-axis.
The iteration (lines 8 to 15) stops, when the given confidence level is reached, i. e.,
when the sum of all visited probabilities is greater than (1−α). This means that all
the following cost-related values (to the left of the reached threshold) occur with a
probability ≥ α .
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4.2 Simulations

The following sections present various simulation-based results regarding the pro-
posed model. First, we show how cost drivers in a given scenario can be identified.
Second, we analyze the effect of the input parameters using a sensitivity analysis.
The third section presents and further analyzes the trade-off between the expendi-
ture for the elicitation of input data and the accuracy of the obtained results.

4.2.1 Identification of Costs Drivers

Based on the model parameters, the contribution to the aggregated distribution of
potential losses can be identified for each risk separately. It is possible to create R
new scenarios based on the given complete scenario with R risks, where each new
scenario consists of only one risk. Because this risk is either related to the services
or the data transfers, each new scenario only needs to contain either the services
or data transfers of the complete scenario. This corresponds to the potential losses
of a single row in the table containing all scenario parameters. The distribution of
potential losses can then be calculated like it is described in section 4.1.2.2.

The result itself is, again, a discrete probability density function which maps
cost values to their occurrence probabilities and which can be analyzed and as-
sessed using the same methods as the overall distribution of potential losses.

If appropriate risk measures are used for the assessment, it is possible to show
how the aggregated risk is concentrated in the individual risks, as a fraction of
the overall risk. The following equations show that the μ-σ -characteristic of the
overall distribution (X +Y ) equals the sum of individual μ-σ -characteristics of the
individual distributions X and Y :

a ·E(X +Y )+b ·Var(X +Y ) (4.7)
=a · [E(X)+E(Y )]+b · [Var(X)+Var(Y )] (4.8)
=a ·E(X)+a ·E(Y )+b ·Var(X)+b ·Var(Y ) (4.9)
=a ·E(X)+b ·Var(X)+a ·E(Y )+b ·Var(Y ) (4.10)

This means that it is possible to calculate the μ-σ -characteristic for all risks
individually and then calculate the overall μ-σ -characteristic by just building the
sum. This can be done much faster than calculating the overall probability density
function and then calculating the μ-σ -characteristic. Therefore, if a decision maker
is only interested in μ and σ of the overall distribution, it is possible to calculate
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Figure 4.4 Example for the Violated Additivity of the Value-at-Risk

these two characteristics for scenarios consisting of millions of risks, services, and
data transfers, because the expensive calculation of the overall probability density
function, with its exponential runtime complexity, can be omitted.

This additivity of the μ-σ -characteristics allows identifying the individual risk
that introduces the largest fraction of the overall risk. If this risk cost driver is elim-
inated (e. g., by implementing countermeasures that lower the occurrence proba-
bility to zero) the overall μ-σ -characteristic will decrease by the risk’s individual
characteristic.

This, however, cannot be done, if the Value-at-Risk is used as risk measure, as
the quantile-based Value-at-Risk is known to violate the property of additivity in
general (Daníelsson et al., 2005). This means that it is not possible to add up the
individual Value-at-Risk of all risks in order to calculate the Value-at-Risk of the
overall scenario. The sum does not even have to be smaller than the Value-at-Risk
of the overall scenario, which means that the Value-at-Risk is not even subadditive
(McNeil et al., 2005, p. 40).
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Figure 4.5 Process of Deriving Risk Characteristics

Therefore, it is not possible to use the Value-at-Risk in order to identify the
risk whose removal would lead to the largest reduction of the overall Value-at-
Risk, like the following small counterexample, consisting of three risks, shows
(see figure 4.4).

Risk A and risk B are identical: potential losses of 1 occur with a probability
of 80% and costs of 3 with probability 20%. Both risks have a Value-at-Risk
(α = 0.9) of 3. Risk C leads to losses of 1 and 2 with chances 20% and 80%
(Value-at-Risk: 2). If risks A or B are removed, the resulting overall distribution
has a Value-at-Risk of 5, while removal of risk C (with its smaller individual
Value-at-Risk) leads to a larger reduction and a resulting Value-at-Risk of 4.

Similar to identification of cost drivers at the risk level, it is possible to identify
a single service’s or data transfer’s contribution to the overall probability density
function. This corresponds to the potential losses of a single column in the table
containing all scenario parameters. See tables 4.6 and 4.7 for an example of two
of these parameter tables. Using these “vertical slices” of the parameter tables
allows decision makers to identify the critical and most risky components of a
given scenario. Thereby, it is possible to detect services that could be replaced by
more secure, alternative services offering the same functionality. Similarly, these
“vertical slices” allow to check for data transfers which could be further secured,
e. g., by additional encryption mechanisms.

Finally, the described approach can be applied to single cells in the tables that
contain all scenario parameters. For each combination of services/data transfers
and risks, the result will always be a relatively simple distribution with just two
discrete cost values on the x-axis: No costs occur with probability (1− pi j) and
costs ci j + ci with probability pi j.

This way, for example, it is possible to compare the potential losses of a specific
risk, such as eavesdropping information, in a specific data transfer, to the potential
losses due to breakdown of a certain service.
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An application of these techniques can be seen when the proposed risk quan-
tification framework is applied to a real life scenario in section 4.3.1.4. Figure 4.5
illustrates the steps of the calculation process and shows that derivation of risk
characteristics for individual risks does not involve the computationally expensive
step of calculating the overall PDFL by combining all individual PDFLs.

4.2.2 Sensitivity Analysis

In order to obtain an initial estimate of how the model’s parameters affect the cal-
culated probability density functions, we fix the values of all parameters except
one and make simulation runs for varying levels of the “free” parameter (Law and
Kelton, 2000). Using this approach, it is possible to see how the derived character-
istics, μ , σ , and the Value-at-Risk, respond to changes in a single parameter.

An important factor that influences the distribution of potential losses is the
aggregated risk occurrence probability p̄x

r shown in equation (4.1). If the individ-
ual occurrence probabilities px

rk were fixed, e. g., to 0.5, the calculated p̄x
r would

strongly depend on the number of services and data transfers. For px
rk = 0.5, the

aggregated p̄x
r of the risk to occur would be equal to or greater than 50%, 75%,

90%, 99%, and 99.9% for 1, 2, 4, 7, and 10 service components. Even for px
rk =

0.1, the aggregated occurrence probability p̄x
r would be larger than 90% for more

than 21 services or data transfers. In order to exclude this effect, based on the proof
shown in equations (4.11) to (4.18), the px

rk were not randomly drawn from [0; 1]
but from [0; 2 · (1− |Kx |√1− p̂x

r
)
]. Using this formula, it is possible to specify the

resulting p̂x
r regardless of the number of service components in the scenario. Please

note that this only holds true, if the parameter for the number of service or data
transfer invocations dx

k is not used for all components of the scenario.
In the following, we use a simplified notation, where |K| denotes the number

of components in a scenario and p̂ the targeted expected aggregated occurrence
probability for all risks. Additionally, we assume that all occurrence probabilities
are equal to p′, the adjusted occurrence probability defined in equation (4.11). The
calculated aggregated occurrence probability for all risks p̄ (see equation (4.12);
defined in equation (4.1)) can then be shown to be equal to the specified aggregated
risk occurrence probability p̂:
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Table 4.2 Parameters used in Sensitivity Analysis

Variable Default Value

Number of services
∣∣KS

∣∣ 500

Number of data transfers
∣∣KT

∣∣ 500

Cost values cx
r ∈ [1; 1,000]

Expected aggregated probability p̂x
r 0.5

Number of iterations I 1,000

Value-at-Risk Confidence α 0.9

p′ :=1− |K|√1− p̂ (4.11)

p̄ =1− ∏
k∈K

(
1− p′

)
(4.12)

=1− (
1− p′

)|K| (4.13)

=1−
(

1−
(

1− |K|√1− p̂
))|K|

(4.14)

=1−
(

1−1+ |K|√1− p̂
)|K|

(4.15)

=1−
(

|K|√1− p̂
)|K|

(4.16)

=1− (1− p̂) (4.17)
= p̂ (4.18)

If not stated otherwise, all simulation runs have been carried out using the
following parameter values: the number of scenario components has been fixed
to 1,000, i. e., ∑x∈X |Kx| = ∣∣KS

∣∣+ ∣∣KT
∣∣ = 500+ 500 = 1,000, the cost values cx

r
have been randomly drawn from [1; 1,000] (therefore, the fixed expected ag-
gregated cost of risk r, ĉx

r = 500.5). p̂x
r , the expected aggregated risk occurrence

probability, was fixed to be 0.5 so that each risk, regardless of the number of
service components, had a chance of 50% to occur or not. The Value-at-Risk
was calculated with a confidence α = 0.9. For each data point, we created 1,000
random scenarios, based on these parameters. Figures 4.6 to 4.8 are therefore
based on 81,000, 135,000 and 135,000 calculated probability density functions.
Table 4.2 lists the default values.

Figure 4.6 shows that the Value-at-Risk (with α = 0.9) exceeds the expected
value (μ) as well as the standard deviation (σ ), and that the difference between μ
and the Value-at-Risk gets bigger with every added risk. All three curves grow
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Figure 4.6 Potential Losses Plotted Against the Number of Total Risks

linearly with the number of total risks R. The measured average μ of potential
losses can be approximated using equation (4.19):

Average μ ≈ ∑
(x;r)∈{(X ;Rx) | x∈X}

p̄x
r · c̄x

r (4.19)

This means that every added risk increases μ by its expected aggregated occur-
rence probability p̄x

r times its expected overall losses c̄x
r . If we would have used

fixed individual occurrence probabilities px
rk instead of fixed aggregated occur-

rence probabilities p̂x
r for the sensitivity analysis simulations in this section, all

risks r would have occurred with p̄x
r = 1.0 because of the large number of services

and data transfers (i. e.,
∣∣KS

∣∣+ ∣∣KT
∣∣= 1,000):

p̄x
r = 1− ∏

k∈Kx
(1− px

rk) = 1− ∏
k∈Kx

(1−0.5) (4.20)

= 1− (1−0.5)|K
x| = 1−0.5500 (4.21)

≈ 1−3×10−151 ≈ 1−0 = 1 (4.22)

Since losses are the central object of IT risk management, in consequence, they
should be incorporated into the decision process in order to get an accurate pic-
ture of a scenario (McNeil et al., 2005, p. 35). Figure 4.6 shows that risk-neutral
decision makers loose information by only looking at the mean value of potential
losses and, therefore, neglecting the variance in the distribution of potential losses.
Instead of using only the μ-characteristic, risk management should be interested
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in the probability of large losses and, thus, the upper tail of the distribution of
potential losses (McNeil et al., 2005, p. 26).

While a growing number of risks leads to an increase in the calculated μ ,
the resulting increase of the Value-at-Risk characteristics is slightly stronger.
Therefore, looking at extremal values gets more important in larger scenarios.
Like shown in figure 4.6, the statistical spread increases with a growing number
of risks, which means that the uncertainty – and with it the “risk” associated with
the scenario – increases.

Table 4.3 lists the three probability density statistics μ , σ , and the Value-at-
Risk (with α=0.9), as well as the number of different cost values on the finally
resulting distribution’s x-axis (#c) for six different scenarios. The only difference
between each listed scenario is that one parameter is changed (i. e., arithmetically
doubled), while all other parameters remain equal. The “base” scenario uses the
following parameters: the number of risks R is set to 20, and the scenario consists
of 1,000 components in total2. The cost values for each risk cx

r are fixed to 10. We
target an expected aggregated risk occurrence probability p̂x

r of 0.1 in order to be
able to double the probability for the sensitivity analysis. If we would continue

2 Please note that the statistics remain the same, regardless of whether we use 1,000 services
with 1,000 service-related risks or a scenario with 500 services and 500 data transfers with 500
related risks each. The statistics for both alternatives are as shown in table 4.3 for the base sce-
nario.
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using p̂x
r = 0.5, arithmetical doubling would lead to p̂x

r = 1, which means that all
risks always occur, and, in consequence, there would be no statistical variance in
the distribution of potential losses.

The dependence of the average potential losses on the risks’ expected cost val-
ues is shown in figure 4.7. The five curves for the different magnitudes run parallel
on the log10-axis, which can again be explained using equation (4.19). For exam-
ple, a tenfold increase of the cx

r leads to a tenfold increase of the average μ of the
potential losses.

Comparison of the base scenario with the “double costs” scenario in table 4.3
shows that arithmetical doubling of the cost values leads to a doubling of all three
distribution characteristics μ , σ , and the Value-at-Risk. The number of values on
the x-axis (#c) remains the same for both scenarios and even the shape of the
distribution does not change.

Even with a doubling of the individual cost values cx
rk when dependent

losses are used, all risk characteristics are exactly doubled. This means that all
cost-related parameters do not change the shape of the distribution of potential
losses. Instead, they only affect the x-axis, i. e., if all of the risks’ expected cost
values are arithmetically doubled, than the x-axis is stretched by the factor two.
Likewise, if the potential losses of each risk can be reduced by one third, than all
values on the x-axis will shrunk by the same factor.

The steepness of the curves is influenced by the targeted expected aggregated
occurrence probability, p̂x

r . Figure 4.8 shows that the curve for p̂x
r = 0.5 (green)

runs exactly between the curve for p̂x
r = 1.0 (red) and the x-axis. This means that
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if a countermeasure can reduce all occurrence probabilities by half, the average μ
of the potential losses will be reduced by 50% accordingly.

The scenario “double components (with fixed p̂x
r)” in table 4.3 shows that the

introduced parameter p̂x
r perfectly compensates the arithmetical doubling of the

number of scenario components. All risk characteristics are equal to the character-
istics of the “base” scenario.

The calculated individual px
rk for px

r=0.1 are approximately 2.107 × 10−4

for 500 components, 1.0535 × 10−4 for 1,000 components and 5.2679 × 10−5

for 2,000 components. For the scenario “double probability” with 1,000 compo-
nents and px

r=0.2, the calculated individual px
rk are approximately 2.2312×10−4.

Analogously to the simplified notation used for equations (4.11) to (4.18), it
can be shown that arithmetical doubling of the number of scenario components –
while fixing the px

r (i. e., not readjusting the occurrence probabilities to the new
number of components) – leads to less than doubling of the aggregated occurrence
probability p̄r

x. Some manipulation of equation (4.23) yields equation (4.28):

p̄ =1− ∏
k∈K′

(
1− p′

)
(4.23)

=1− (
1− p′

)2|K| (4.24)

=1−
(

1−
(

1− |K|√1− p̂
))2|K|

(4.25)

=1−
(

1−1+ |K|√1− p̂
)2|K|

(4.26)

=1−
(

|K|√1− p̂
)2|K|

(4.27)

=1− (1− p̂)2 (4.28)

Accordingly, for p̂=0.1 and |K|=1,000, an increase to |K′|=2,000 scenario
components would lead to a calculated occurrence probability per risk of p̄=0.19.
This, in combination with equation (4.19), explains the mean value μ of 38 for the
“double components (with fixed px

r)” scenario in table 4.3: 20 ·0.19 ·10 = 38.

In conclusion, arithmetical doubling of scenario parameters has the same – or
almost the same in case of the “double components (with fixed px

r)” scenario –
effect on the mean potential losses μ . Therefore, it is important to look at the
distribution of the potential losses and incorporate other characteristics, such as
the standard deviation σ and the Value-at-Risk, into the decision process (McNeil
et al., 2005, p. 26).
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The only parameter which directly changes the number of cost values on the
final distribution’s x-axis (#c) is the number of risks R. For every added risk, the
number of values increases and the shape of the distribution appears to be “finer”.
Furthermore, it could be shown that the cost-related values have a linear effect
on the resulting characteristics. If all potential losses of each risk are increased
by a factor, the characteristics increase by the same factor. On the contrary, if the
occurrence probabilities are increased by the factor two, the σ and Value-at-Risk
characteristics only increase by approximately 150%. Finally, it could be shown,
that the number of scenario components (with fixed individual occurrence prob-
abilities px

r) has an effect that is less than the effect of changing the occurrence
probabilities.

These findings indicate that decision makers need to be aware of the fact that
scenarios are more sensitive to changes in the amount of the potential losses,
while changes to the occurrence probabilities or the number of risks have a less
strong effect on the resulting distribution. The least strong effect is related to the
number of considered components in the scenario.

Table 4.3 Sensitivity to Arithmetical Doubling of Scenario Parameters

Scenario #c μ σ VaR (α=0.9)

Base 21 20 13.416 40

Double risks 41 40 18.974 60

Double costs 21 40 26.833 80

Double probability 21 40 17.889 60

Double components (with fixed p̂x
r ) 21 20 13.416 40

Double components (with fixed px
r ) 21 38 17.545 60



108 4 Risk Quantification Framework

1

0

p

c
0 20

R1

1

0

p

c
0 20

R2

1

0

p

c
0 20 40

R1 and R2

1

0

p

c
0 10

R3

1

0

p

c
0 10 20 30

R1 and R2 and R3

40 50

Figure 4.9 Calculation of the Joint Density Function With Rounding (a = 10)

4.2.3 Trade-off: Accuracy and Performance

Every user of an investment assessment model faces the trade-off between accu-
racy of estimation and expenditure for the elicitation of the input data.

On the one hand, a reduction of the requested accuracy can accelerate the col-
lection of data. Experience from expert interviews conducted to evaluate the model
indicates for example that the potential losses are more difficult to estimate than
the occurrence probabilities which can at least always be classified on a scale from
low to high. In the following, we focus on the effect of less accurate cost values.
However, structurally similar considerations are also possible for the occurrence
probabilities.

On the other hand, our model allows that a lower accuracy can lead to increased
performance of the calculations, because of the special problem structure: The
number of possible cost values on the x-axis does not grow exponentially, because
more and more cost values add up to the same sum.

For instance, compare figures 4.2 and 4.9. The only difference of figure 4.9 is
that all cost values on the x-axes have been rounded to the nearest multiple of 10.
Figure 4.2 does not use rounding and contains potential losses of 15 for R1. As
both distributions, R1 and R2, now contain the same cost value (i. e., 20), the re-
sulting joined distribution contains one value less on its x-axis. When this joined
distribution is further joined with R3, the overall discrete probability density func-
tion contains six instead of eight cost values on the x-axis.

As another example, if we draw 16 random cost values ∈ N from [1; 1,000],
their sum is distributed in [16; 16,000] and the values in the middle of this interval
are more likely. Note that this effect is much stronger for distributions where cer-
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Figure 4.10 Performance of the Power Set and the new Hierarchical Approach

tain values occur more frequently than others, i. e., distributions with a relatively
small variance.

Figure 4.3 shows the hierarchy for 16 risks. For 32 risks, the last calculation step
would be to calculate the joint probability distribution for risks 1 to 16 and risks 17
to 32, which could both contain up to 65,536 cost values on the x-axis. This would
correspond to almost 4.3 billion (= 65,5362) multiplications. However, because the
initial costs values ∈N were drawn from [1; 1,000], there can be 16,000 different
values at most on each x-axis and the calculation would take at most 256 million
(=16,0002) multiplications. This effect gets stronger, if more risks are considered
or the number of different cost values is reduced.

Therefore, an important effect of our approach is that it is possible to speed up
the calculations by combining similar cost values, as this also reduces the number
of values on the distributions’ x-axes. The combining is done once, before the
hierarchical approach starts with joining the distributions. Therefore, we introduce
the rounding parameter a, which is 1 per default, and round every cost value to be
a multiple of a before the joins are calculated. For example, this means that, while
it is possible to calculate with costs such as 101.05, the calculations will be faster
if only rounded values such as 100.0 are used. This corresponds to less accurate –
and therefore cheaper – estimation of the cost values.

In order to analyze the speedup caused by the hierarchical approach and round-
ing the cost values, we measured the time it took to calculate 1,000 generated
scenarios on one core of an AMD Opteron 8356 with 2.3 GHz. The cost values
∈ N for each risk have been drawn randomly from [1; 1,000] and then rounded



110 4 Risk Quantification Framework

Table 4.4 Speedup (for R = 40) Compared to Power Set and to Hierarchical Approach (a = 1)

Speedup compared Speedup compared

to Power Set to Hierarchical

with a = 1

Hierarchical (a = 1) 2,182 -

Hierarchical (a = 5) 49,594 23

Hierarchical (a = 10) 277,492 127

Hierarchical (a = 25) 2,435,834 1,116

Hierarchical (a = 50) 12,027,334 5,511

Hierarchical (a = 100) 58,065,533 26,606

according to the parameter a. Due to very long calculation times, the curve for
the power set-based algorithm in figure 4.10 has been extrapolated based on one
generated scenario for the cases with more than 25 total risks, as it can easily be
shown, that the calculation time approximately doubles for every added risk. All
other data points are based on 1,000 randomly generated scenarios.

Between 30 and 40 risks, the calculation time increases by approximately 23%
for every added risk (for a = 1) instead of 100% for the power set-based algorithm.
Table 4.4 shows the gained speedup for calculating 1,000 distributions with 40
risks.

The middle column of table 4.4 shows that the presented hierarchical approach
calculates the 1,000 probability density functions for 40 risks 58 million times
faster than the power set-based algorithm. The right column shows that, using
the hierarchical algorithm, there is a trade-off between speed and accuracy of the
calculations. If all cost values are rounded to be multiples of 100, the 1,000 calcu-
lations are done more than 26 thousand times faster compared to calculation with
costs values that have not been rounded. However, even if the effect of rounding
is neglected (i. e., a = 1) the hierarchical approach is still more than 2,000 times
faster than the power set-based algorithm.

In order to analyze the inaccuracy caused by rounding the cost values, we mea-
sured the difference between the calculated distributions using the following met-
ric: The two initial discrete probability density functions are converted into cu-
mulative distribution functions. This is done in order to make the discrete func-
tion defined for all cost values. The resulting step functions can be visualized like
shown in figure 4.11. Subsequently, we add up the areas where the two step func-
tions differ. This absolute difference is then normalized to the relative difference
(in percent) by division by the total area below the step functions. In our example
in figure 4.11, the relative difference would be ((1.53+0.27+1.02+0.18) / 50) = 6%.
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Figure 4.12 shows the relative difference between 1,000 randomly generated
distributions calculated based on exact and rounded (a = 100) cost values. Various
quantiles, as well as minimum, maximum, and average for the 1,000 iterations are
shown. The red line shows the maximum of measured difference and therefore
fluctuates more than the other measurements. It can be clearly seen that there is
a downward trend with increasing number of risks. Starting from 25 risks, 90%
of the 1,000 measured differences (yellow) were already below 1%. For 40 risks,
the maximum difference dropped below 2%, while the average difference (blue)
was 0.3%.

This is interesting, as the differences were calculated using the highest value
for the rounding parameter (a = 100) of our performance measurement shown in
figure 4.10. As we have pointed out, rounding the cost values with that parameter
provided a speedup of up to 58 million, while the average difference, i. e., the in-
troduced inaccuracy, was below 0.3%. Especially for large scenarios, it is therefore
advisable to round the values, as the distributions’ differences remain small, even
when high rounding parameters a are used. It might be the best approach to start
with a larger a and decrease the rounding parameter a gradually when analyzing a
given scenario. This allows getting quick results which are less accurate and then
increase the accuracy step by step in order to refine the results.

In order to analyze whether rounding the cost values is a suitable method to
manage larger scenarios that consist of many risks related to the components, we
measured the size of solvable scenarios in a given time period.

Therefore, we generated scenarios including 1,000 services and 1,000 data
transfers. In each iteration, we started with one risk and measured the time it took
to calculate the final probability function of the potential losses on one core of an
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Figure 4.12 Accuracy Plot (a = 100)

AMD Opteron 8356 with 2.3 GHz. If the calculation’s duration was less than 10
minutes, we added one more risk to the scenario and took time again. When the
threshold of 10 minutes was reached, we took note of the last scenario size that
was solvable. These measurements were done for various values of the rounding
parameter a and the results are shown in figure 4.13 as well as table 4.5.

The visualization in figure 4.13 shows that there is a linear relationship between
the rounding parameter a and the size of a scenario that can be analyzed within ten
minutes. The estimated relationship is #risks ≈ 20.5026 · a+ 9.1801. The really
high R2 statistic of 0.9995 supports the hypothesis of a linear relationship. This
means that rounding all parameters to the next multiple of ten would lead to 207−
42 = 165 more risks that can be incorporated into the risk management process.
Table 4.5 lists the measured solvable size as well as the predicted solvable size
of a scenario (based on the estimated relationship equation) for a given rounding
parameter a.



4.2 Simulations 113

0

500

1,000

1,500

2,000

2,500

3,000

 0  20  40  60  80  100  120  140

So
lv

ab
le

 N
um

be
r o

f R
is

ks
 R

Rounding Parameter a

Predicted
Measured

Figure 4.13 Size of Scenario Solvable per Time Depending on Rounding Parameter a

Table 4.5 Size of Scenario Solvable per Time Depending on Rounding Parameter a

a Measured R Predicted R

1 42 30

2 52 50

4 87 91

5 105 112

8 166 173

10 207 214

16 335 337

25 525 522

32 663 665

50 1,049 1,034

64 1,304 1,321

100 2,108 2,059

128 2,600 2,634
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4.3 Model Applications

4.3.1 Dynamic Posted Pricing Service

This section contains the scenario illustration, the description of the identified ma-
jor risks, and the results of our model’s application3. The model is used to assess
the aggregated risk as well as the individual cost drivers of the scenario.

4.3.1.1 Scenario Description

The scenario which we use to demonstrate our model’s applicability is based on
the PREMIUM-Services research project4, more precisely on the described func-
tionality of the Dynamic Posted Pricing (DPP) service. The project aims to develop
a service which is offered to online vendors and which can be integrated into their
shops. Based on various influencing factors, like a product’s durability or a cus-
tomer’s creditworthiness, the DPP service calculates the most efficient individual
price for a product that a customer shows interest in. After login, a customer visits a
vendor’s web page containing products. The most efficient price for some of these
products can be calculated by the DPP service and is displayed to the customer as
a part of an individual product page within the online shop. In the following, we
describe details of the scenario whose corresponding services call graph is shown
in figure 4.14.

1. The Online Shop Pricing (OSP) service determines the most efficient price
using the DPP service. This price depends on different factors, like the cus-
tomer’s location and creditworthiness, and the demand for the product. As a
consequence, the online shop transmits information about the product, e. g.,
past prices, as well as customer data, and the customer’s Internet Protocol (IP)
address, to the DPP service.

2. The DPP service tries to retrieve the customer’s location and therefore sends
the corresponding IP address to the Customer Location (CLo) service.

3. The CLo service returns data about the customer’s location, like the names of
the country, region, and city, or approximated geographical coordinates.

4. The DPP service checks the risk of credit loss using the Customer Rating (CRa)
service. The transmitted data contain information about the customer, like first
name, family name, and address.

3 Compare, in the following, Ackermann and Buxmann (2010); Ackermann et al. (2013).
4 http://premium-services.de/
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Figure 4.14 Dynamic Posted Pricing Services Scenario

5. The CRa service returns the risk of credit loss associated with the customer in
form of a rating.

6. The DPP service calculates the most efficient individual price and sends it back
to the online shop.

4.3.1.2 Descriptions of Identified Risks

We compare two alternative levels of security for the given scenario, i. e., security
at the transport layer and security at the application layer.

For the first security level, we assume that all data are transferred encrypted
using the SSL protocol. As SSL technology is the de facto standard for secure data
transmissions and can easily be applied and largely reduces the risks of eavesdrop-
ping and manipulation, we do not consider less secure mechanisms. However, SSL
solely provides security at the transport layer and does not ensure confidentiality or
integrity at the application layer. Every service receives and processes unencrypted
data and therefore service-related risks can occur with a higher probability.

The second security level provides a higher level of security by applying
end-to-end security mechanisms at the application layer. Customer data, like the
name, address, and IP address, are encrypted by the online shop for the CLo
and CRa services and cannot be read by the DPP service. The DPP service only
forwards the encrypted data to the appropriate services which are able to decrypt
the information. Therefore, the DPP service does not learn the user’s data.

We determined lock-in effects (RS
1), performance problems (RS

2), profile gener-
ation (RS

3), and relay of information (RS
4) as the four major service-related risks.

Table 4.6 shows the model’s parameter values for the different levels of security.
The values which differ depending on the security level are marked bold.
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Table 4.6 Parameters for Service-related Risks

Global OSP DPP CLo CRa

dS
4 =0.25

c p f p c p c p c p c

Security Level 1: SSL encryption

RS
1 0 - 0.0 0 0.4 150 0.08 20 0.2 100

RS
2 40 - � 0.08 0 0.2 0 0.08 0 0.4 0

RS
3 60 - � 0.0 0 0.2 0 0.08 0 0.08 0

RS
4 170 - � 0.0 0 0.2 0 0.08 0 0.2 0

Security Level 2: SSL and end-to-end encryption

RS
1 0 - 0.0 0 0.5 150 0.18 20 0.3 100

RS
2 40 - � 0.18 0 0.2 0 0.18 0 0.5 0

RS
3 60 - � 0.0 0 0.002 0 0.08 0 0.08 0

RS
4 170 - � 0.0 0 0.002 0 0.08 0 0.2 0

c: costs, p: occurrence probabilities, f: flag if risk can occur per service invocation.

1. RS
1: The usage of external services that are not provided by multiple providers

creates a vendor lock-in effect because the service consumers are not able to
switch to another equivalent service, and therefore are bound to the only exist-
ing service provider (Jurison, 1995; Aubert and Rivard, 1998; Hansen, 2005;
Lacity et al., 2009). If the provider stops the service, there is no fall-back solu-
tion for the consumers. The probability that lock-in effects occur is the highest
for the DPP service, as no comparable services are offered on the market, while
the probability for the CLo is rather low as there are alternative providers avail-
able which are able to map IP addresses to locations.

2. RS
2: The more complex a service is, the higher is the probability that it may suf-

fer from performance problems or may even be completely unavailable. The
execution of the CRa service and the DPP service involve more processing
compared to the two other services, and therefore the occurrence probabilities
pS

2;DPP and pS
2;CRa are higher.

3. RS
3: By surveying the data that are send to and received from the CLo and CRa

services, it could be possible for the DPP service’s provider to create detailed
profiles of the online shop’s customers. This confidential data could contain
the customers’ identities, addresses, locations, credit ratings and visited product
pages. While this surveying might be possible for security level 1 (with pS

3;DPP =
0.2), it is no longer possible if the online shop uses end-to-end encryption so
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Table 4.7 Parameters for Data Transfer-related Risks

Global DT1 DT2 DT3 DT4 DT5 DT6

c p f p c p c p c p c p c p c

Security Level 1: SSL encryption

RT
1 0 0.08 � 1.0 160 1.0 20 1.0 20 1.0 160 1.0 20 1.0 0

RT
2 25 - � 0.0 0 0.0 0 0.0 0 0.0 0 0.08 0 0.0 0

RT
3 30 - � 0.0 0 0.0 0 0.0 0 0.0 0 0.0 0 0.08 0

Security Level 2: SSL and end-to-end encryption

RT
1 0 0.08 � 0.04 160 0.04 20 1.0 20 0.04 160 1.0 20 1.0 0

RT
2 25 - � 0.0 0 0.0 0 0.0 0 0.0 0 0.08 0 0.0 0

RT
3 30 - � 0.0 0 0.0 0 0.0 0 0.0 0 0.0 0 0.08 0

c: costs, p: occurrence probabilities, f: flag if risk can occur per data transfer.

that only the CLo and CRa services can decrypt and use the data. Thus, pS
3;DPP =

0.002 for security level 2 because the DPP service in-between cannot decrypt
the data.

4. RS
4: A malicious DPP service could relay confidential customer information to

third parties, resulting in high losses due to data breaches. We estimate that
the loss or theft of personal information could result in the highest total costs
among our identified major risks. These costs include investigating the breach,
notifying customers, restoring security infrastructures as well as recovering lost
business (Ponemon, 2009; Cavusoglu et al., 2004b). Like RS

3, this risk can be
largely reduced for the DPP service by using end-to-end encryption (i. e., secu-
rity level 2).

Furthermore, we determined eavesdropping of customer data (RT
1 ), manipu-

lation of the credit rating (RT
2 ), and manipulation of the calculated individual

price (RT
3 ) as the three major data transfer-related risks. The parameter values for

both levels of security are shown in table 4.7.

1. RT
1 : The major data transfer-related risk is eavesdropping of customer data. Es-

pecially the invocations of the DPP or the CRa service are interesting for attack-
ers because the transmitted data include confidential information like name and
address. The occurrence probabilities for eavesdropping decrease when end-to-
end encryption is used. Therefore, at security level 2, the data transfers 1, 2,
and 4 are protected by two security measures: the SSL protocol and end-to-end
encryption. The risk of eavesdropping is associated with the highest cost of all
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data transfer-related risks because leakage of sensitive customer data might be
associated with lost customers, damage to the brand and company image, legal
cost and penalties as well as employee downtime (Ponemon, 2009; Cavusoglu
et al., 2004b).

2. RT
2 : Via intelligent manipulation of the customers’ credit ratings, it might be

possible for an attacker to influence the pricing calculations in the DPP service
which would result in diverging prices that are displayed to the customers. The
credit rating is only part of data transfer 5 which does not use additional secu-
rity at the application layer because the DPP service needs to process the data
of the CRa service in order to calculate the price. Therefore, the occurrence
probability pT

2;DT5 is not influenced by end-to-end encryption.
3. RT

3 : Another data transfer-related risk is the manipulation of the calculated in-
dividual prices in data transfer 6 which is also not end-to-end encrypted as both
ends (i. e., the DPP and the OSP service) are directly communicating with each
other. An attacker could return manipulated values to the online shop’s pricing
service (OSP) and thus the online shop would present wrong prices to the cus-
tomer. This could result in losses for the online shop if the manipulated values
are low or in lost sales because of prices which are too high for the customers.
Like RT

2 , this risk cannot be mitigated or reduced by using end-to-end encryp-
tion.

In tables 4.6 and 4.7, we present our model parameters for the occurrence prob-
abilities and costs. Our estimations are based on recent security papers, reports
and surveys (e. g., Richardson, 2009; Ponemon, 2009; van Kessel, 2009; Patterson,
2002; Campbell et al., 2003; Cavusoglu et al., 2004b). Note that these estimations
serve for demonstration purposes only. As we deal with a fictional online shop
and new services, no historical data are available from which we could extract the
parameters like, e. g., Wang et al. (2008, pp. 109–116) did.

4.3.1.3 Assessment of Aggregated Risk

In the following, we present the results of applying our model and algorithms on
the described scenario. Figure 4.15 shows the costs’ probability density function
and the Values-at-Risk (for α = 0.9) calculated for the two alternative levels of
security. Both distribution contain 179 mappings of cost values to their occurrence
probabilities, i. e., values on the x-axis of the discrete probability density function,
ranging from zero, in the best case, to 980 in the worst case where all possible risks
occur simultaneously. Figure 4.15 shows only those cost values smaller than 740
as the probability of larger values (up to 980) is 0.001 or smaller.
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Figure 4.15 Dynamic Posted Pricing Scenario – Aggregated Costs

The distribution for security level 2 (solid red line) shows higher peaks for
potential losses below 300. The first level of security’s distribution (dashed blue
line) shows visibly higher peaks for losses above 300, meaning that the occurrence
probability for these greater losses is higher for security level 1. Risk-neutral deci-
sion makers draw their conclusions based on the expected value μi of the occurring
costs and do not take the amount of variation within the costs into account (Gor-
don and Loeb, 2002). The first level of security is associated with a higher expected
value of μ1 ≈ 201.4. On average, in the second security level, losses of μ2 ≈ 168.0
arise. The standard deviation, which may serve as a measure of the uncertainty
related to an alternative, is slightly higher (σ1 ≈ 158.2) for security level 1, com-
pared to security level 2 (σ2 ≈ 111.0). The calculated Values-at-Risk for a con-
fidence level of 90% are also shown in figure 4.15. The second level of security
has a lower Value-at-Risk of 310, while the first security level has a Value-at-Risk
of 420. This means that with a probability of error of 10%, the arising losses will
be equal to or lower than 310 or 420.

Decision makers who are willing to take risks or who are risk-averse can use
more complex utility functions like the μ-σ -rule, which calculates the “attractive-
ness” or utility of an alternative based on the mean value and the distribution’s
standard deviation. Using the μ-σ -rule, like −Φ (μi,σi) = −μi −λ ·σi, the util-
ity function Φ can be adapted to a decision maker’s risk preference by varying
the parameter λ . For negative values of λ , the decision maker is willing to take
risks, while positive values of λ represent risk-averse attitudes. Figure 4.16 shows
the utility functions’ lines for varying values of the parameter λ for both levels
of security. Both lines intercept at λ ≈ −0.71 and so two decision makers with
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risk preference parameters λ below and above −0.71 would rate the two alter-
natives differently. For λ < −0.71, i. e., higher risk-affinity, security level 1 pro-
vides a higher utility, while for a decision maker who is less willing to take risk
with λ >−0.71, security level 2 is more favorable.

Note that the implementation costs for each of the security levels have to be con-
sidered when comparing alternatives, as the difference in expected losses might not
be worth the higher implementation costs. These costs can, for example, be quan-
tified using standard methods for cost estimation of IT projects (Boehm, 1981).
Assuming that the decision maker is risk-neutral and the implementation costs for
both alternatives are identical, the optimal security level is to use SSL and addi-
tional end-to-end encryption (i. e., security level 2), as it largely mitigates risks,
such as profile generation, as well as relay and eavesdropping of information.

4.3.1.4 Identification of Costs Drivers

As described in section 4.2.1, the proposed model can be used to identify the cost
drivers of a given scenario. Cost drivers are those risks and components, such as
services or data transfers, that contribute a large amount to the aggregated distri-
bution of potential losses.

In this section, the model will be used to find the (on average) most expensive
risks and the critical and most risky components for the first level of security of
the DPP scenario, presented in section 4.3.1.1. This means, that we only look at
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Table 4.8 Risk Contribution of the Individual Risks

Risk #c μ σ VaR (α=0.9)

RS
1 8 81.6 83.8 170

RS
2 2 16.2 19.6 40

RS
3 2 16.8 26.9 60

RS
4 2 51.7 78.2 170

RT
1 12 30.4 103.1 0

RT
2 2 2.0 6.8 0

RT
3 2 2.8 9.5 0

all risks described in section 4.3.1.2, but from the perspective of security level 1,
where only SSL encryption is used in order to secure the data transfers.

Table 4.8 shows that only two risks (RS
1 and RT

1 ) use individual costs ci j, as
there the number of cost values on the x-axis (#c) is greater than two. The other
five risks have two costs values on their x-axes: zero if the risk does not occur and
the global costs if the risks occurs. Therefore, these five distributions look similar
to the distributions shown at the left side of figures 4.2 and 4.9.

The sum of all μs (201.4) equals the overall distribution’s expected value of
the potential losses. Additionally, the sum of all squared σs (25,017.2) equals the
square of the overall σ . The Values-at-Risk sum up to 440, which is more than the
Value-at-Risk of the overall distribution (420) and confirms that the Value-at-Risk
is not additive.

RS
1, the risk of lock-in effects, accounts for 41% and 28% of the overall μ and σ

and can therefore be considered to be the scenario’s most serious risk. In order
to reduce the effect of this cost driver, countermeasures, such as an alternative
provider as a fallback solution or service level agreements with penalties in case
of downtime, ideally monitored by a trusted third party (Osei-Bryson and Ng-
wenyama, 2006), could be implemented.

The next serious risks (RS
4, RT

1 , and RS
3) could be reduced by additional security

at the application layer (Biskup, 2009). As it was shown during the presentation of
the two alternative levels of security in section 4.3.1.2, SSL only provides security
at the transport layer. Therefore, the protection of sensitive customer data (such as
the name, address, and IP address) can be increased by applying additional end-to-
end security mechanisms. If the OSP service encrypts the data in a way that only
CLo and CRa can read, the potentially malicious DPP service in-between could
not read and learn the data. The central DPP service would only be able to forward
the encrypted data.
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Table 4.9 Risk Contribution of each Service and Data Transfer

Service #c μ σ VaR (α=0.9)

OSP 8 3.2 10.9 0
DPP 15 114.0 104.2 230

CLo 14 23.2 50.4 60
CRa 14 35.3 57.7 100

Data Transfer #c μ σ VaR (α=0.9)

DT1 8 12.8 43.4 0
DT2 8 1.6 5.4 0
DT3 8 1.6 5.4 0
DT4 8 12.8 43.4 0
DT5 8 3.6 8.7 20

DT6 4 2.8 9.5 0

Although RT
1 is only responsible for 15% of the average potential losses, this

data transfer alone accounts for 42% of the total variance in possible cost values.
This means that it introduces a great portion of the total uncertainty.

Table 4.9 shows that the central DPP service is most critical, followed by the
CRa service. Especially the DPP service accounts for a very large portion of the
total potential losses, i. e., 65%. Additionally, this central service is responsible
for 64% of the variance in the distribution of potential losses.

Data transfers 1 and 4 have the highest μ and σ characteristics, because they
both contain sensitive customer data. In each case, with 36% and 47%, they con-
tribute a large amount of the average losses (μ) and the total uncertainness (σ ).

If we look at single cells’ level, RS
1 and RS

4 are associated with the highest indi-
vidual μ in combination with the central DPP service. The third highest average
individual losses are caused by vendor lock-in (RS

1) in the CRa service.
Tables 4.8 and 4.9 show that the Value-at-Risk of a discrete probability density

function is equal to one of the distribution’s cost values. For distributions with
only two values on the x-axis, this means that the Value-at-Risk equals zero if the
overall probability of the risk not to occur (calculated using 1 - equation (4.2)) is
greater than the confidence level α . In our scenario, RT

1 to RT
3 , OSP, DT1 to DT4,

and DT6 have an occurrence probability for no costs of 0.92 and, thus, a Value-
at-Risk of zero. The Value-at-Risk is therefore a better indicator when it is used in
distributions with more cost values on the x-axis, such as the overall distribution of
potential losses for the whole scenario. As we have shown, the Value-at-Risk has
poor aggregation properties (McNeil et al., 2005, p. 40) and is not as good as μ
and σ for identifying cost drivers because it is not an additive risk measure.
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4.3.2 Decision Support System Prototype

In order to practically support the IT risk management process related to Cloud
Computing scenarios, a decision support system prototype was developed in
PHP 5.3.

The prototype can be used during the phases of risk quantification and treat-
ment. The application performs all calculations described in section 4.1 and pro-
vides information about the calculations’ progress. Furthermore, the application is
capable of identifying the cost drivers of the given scenario (see section 4.2.1) and
it can visualize graphs of the calculated aggregated probability density functions
of the potential losses in order to make investment decisions based on individual
risk metrics.

The application – which can be used to analyze risks in Cloud Computing sce-
narios – is itself a SaaS application that is provided via the Internet and can be
used with all modern browsers.

Due to the confidentiality of the processed information, additional requirements
on security were deduced from general objectives in IT security and the ten most
frequently security risks of web applications (The Open Web Application Security
Project (OWASP), 2010). These requirements lead to several security-related
measures: The application can only be used after successful user authentication.
For this, the user’s e-mail address is uniquely validated before the first use and the
selected passwords must meet certain complexity requirements. Passwords are not
stored in plain-text, but are salted and hashed using eight rounds of the Blowfish
algorithm. Additionally, all models and parameters of scenarios stored on the
server’s database are encrypted with Advanced Encryption Standard (AES)-256
with a key that is derived from the user’s password. Therefore, it is not possible
for the provider to learn about the scenarios stored in the database. All user input
is consistently validated through a combination of whitelisting and correction,
on the client as well as on the server side. A web application framework is
used, which contributes parameterized database access in order to prevent
Structured Query Language (SQL) injections. Furthermore, the developed SaaS
application requires the existence of an encrypted connection (HTTPS) for all
data transfers. Cookies can be transferred via Secure flags only over SSL. Cross
Site Request Forgery (CSRF) attacks as well as replay attacks are prevented
by applying nonces, i. e., unique, randomly generated keys. Additionally, the
SaaS application supports multitenancy, i. e., different users can be served by
the same system, as within the system, a strict separation of user data is guaranteed.
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At the client-side, HTML5, in conjunction with CSS, JQuery, and its exten-
sion jQueryUI are used for the visualization of the application’s user interface.
Figures 4.17 to 4.19 show screenshots of the prototype’s actual user interface.

At the beginning of a scenario’s analysis, the parameters are entered (see fig-
ure 4.17). The user enters model parameters such as names, probabilities and costs
of risks, services and data transfers. After completion of the entry, the model is
stored in the database.

The risk-related results of the scenario are calculated and stored in the appli-
cation’s database, as well. Meanwhile, the user is informed on the progress of the
calculation by a progress bar. Following this, the probability density function of
the occurring losses is visualized in the form of a line diagram. Interesting parts of
this view can be enlarged. In addition, the expected value, standard deviation and
Value-at-Risk are determined (see figure 4.18).

For all individual services, data transfers, and risks, the respective cost drivers of
the scenario are identified by calculating their individual contribution to the overall
expected value, standard deviation, and Value-at-Risk. These characteristics of the
risk distribution are presented in form of tables, such as shown in figure 4.19.

Furthermore, the parameters of a scenario and the calculated risk distribution
can be exported. In order to do so, the user chooses one of the two available data
formats: JSON-Format or Microsoft Excel. The scope of the exported file depends
on whether it contains calculation results. If the distribution of potential losses has
been calculated, it is exported together with the model’s input parameters.

In summary, the developed decision support system prototype enables decision
makers to quickly quantify risks in Cloud Computing scenarios. The SaaS applica-
tion can be used to efficiently aggregate the estimations for individual components
to a final, combined distribution of potential losses of the whole scenario. Addi-
tionally, it helps identify the cost drivers in a given scenario.
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Figure 4.17 Screenshot of the Decision Support System Prototype – Parameter Entry Screen

Figure 4.18 Screenshot of the Decision Support System Prototype – Results Visualization

Figure 4.19 Screenshot of the Decision Support System Prototype – Cost Driver Details



Chapter 5

Recommended Actions

Based on the results of this thesis, recommended actions for Cloud Computing
users and the four phases of their IT risk management process. These advises are
presented in sections 5.1 to 5.4. Additionally, we provide recommended actions
for providers of Cloud Computing services in section 5.5.

Table 5.1 shows a mapping of the different main sections of this thesis and their
results to the four risk management phases. For example, the results of the mathe-
matical modeling and simulation approach in chapter 4 support risk quantification
and treatment after the risks have been identified with the help of the results ob-
tained in chapter 3. As the last phase reviews the decisions made in the earlier
phases (Faisst and Prokein, 2005; Prokein, 2008), all results of this thesis can be
considered during these evaluations.

T. Ackermann, IT Security Risk Management, DOI 10.1007/978-3-658-01115-4_5, 
© Springer Fachmedien Wiesbaden 2013
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5.1 Recommended Actions for Risk Identification

The results of this thesis facilitate the IT risk management process of potential
Cloud Computing users in multiple ways. Our literature review of IT security risks
related to Cloud Computing (see section 3.1) resulted in a risk taxonomy consist-
ing of 39 risks. The extended taxonomy is presented in tables 5.2 and 5.3. First,
the provided list of IT security risks can be used as a checklist during the risk
identification phase, as it includes all relevant risks for evaluating the performance
of (alternative) Cloud Computing providers. Second, we provide characteristics of
the 39 risks, so that the taxonomy can be used in combination with our proposed
mathematical risk framework described in chapter 4.

In order to used our taxonomy as a checklist, the analyzed IT outsourcing sce-
nario has to be divided into the services it is composed of (e. g., the activities or
tasks of a business process), and the data transfers which connect the services.
Tables 5.2 and 5.3 provide two columns next to each risk item which indicate
whether or not the risk can affect services (AS) and/or data transfers (AT). For
example, “Accidental data modifications at provider side” applies only to services,
while “Eavesdropping communications” or “Network performance problems” af-
fects only data transfers. This helps to identify possible risks related to the sce-
nario. Among the initial 39 risk items identified through the literature review, 35
can be related to services and 17 can be related to data transfers. An earlier, more
detailed version of the checklist containing more risks is published in Ackermann
et al. (2011).

We recommend using a combination of the identification methods presented in
Prokein (2008). In any case, collection methods, such as checklists or interviews
with experts regarding the IT systems and IT security, should be used in order to
identify as many risks as possible. These methods are mainly suitable for the iden-
tification of already known risks (Prokein, 2008, pp. 19f.). Additionally, analytical
search methods, such as threat or attack trees that are created in collaboration with
IT security experts, may find and anticipate future, previously unknown risks (e. g.,
Amoroso, 1994, pp. 15–29).

The accumulated list of identified risks (i. e., a company’s result of the risk
identification phase) should be compared with other lists such as our proposed IT
security risks taxonomy (see tables 5.2 and 5.3) and other collections of Cloud
Computing-related risks (e. g., Streitberger and Ruppel, 2009; European Network
and Information Security Agency, 2009; Cloud Security Alliance, 2010).

When using Cloud Computing, it is important to pay special attention to certain
risks such as “Disclosure of data by the provider“ or “Supplier looking at sensitive
data”. As they occur on the provider-side, it is not possible to control countermea-
sures to protect sensitive data. Therefore, Cloud Computing users have to trust the
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provider in implementing proper measures (e. g., Streitberger and Ruppel, 2009,
pp. 16f.).

Additionally, detailed Service Level Agreements (SLAs) – including penal-
ties for violating the availability, performance, and maintainability expectations
– should be inspected and negotiated before the actual usage of Cloud Computing
services. Especially the default SLAs offered by the majority of Cloud Comput-
ing providers should be critically scrutinized and, if necessary, be renegotiated
with the provider (e. g., Patnayakuni and Seth, 2001, p. 182; Bahli and Rivard,
2005, pp. 178f.; Osei-Bryson and Ngwenyama, 2006, pp. 246f.). The SLAs have
to specify the provider’s legal liability in case of breach of contract and should
contain all rights and obligations of the involved parties and both parties have to
commit to these agreements. They should define details of the provided service
in terms of measurable metrics agreed upon by all parties (Buyya et al., 2008,
p. 11). However, currently used standard SLAs of large providers are often not
very detailed, use ambiguous terms (Streitberger and Ruppel, 2009, p. 96) or free
the Cloud Computing provider from certain responsibilities (Vaquero et al., 2009,
p. 54). In addition, the SLAs should be monitored by appropriate automated sys-
tems (that are ideally run by neutral, third parties) and regular compliance checks
should be conducted based on the collected data (Streitberger and Ruppel, 2009,
p. 18).

Existing checklists of Cloud Computing security risks focused on risks that oc-
cur at the side of the provider. Interestingly, as a result of this thesis, we were able
to identify five new security risks of Cloud Computing that are related to internal
in-house systems and that could be exploited due to vulnerabilities of the browser
or the used protocols and interfaces. When using Cloud Computing, there is the
risk that unauthorized persons can look at or modify data on internal systems, that
the availability of internal systems is limited, that users experience performance
issues of internal systems, or that actions can be performed on internal systems
which cannot be accounted to the initiator. The fact that these risks were not found
during the literature review (see section 3.1), but were added during the expert in-
terviews with IT security experts (see section 3.3) emphasizes the need for creative
collection methods when identifying potential risks of a scenario. It is not enough
to rely only on existing risk checklists alone.
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5.2 Recommended Actions for Risk Quantification

As a result of this thesis, the phase of risk quantification of Cloud Computing
users is supported by both, the findings of the empirical survey, as well as by the
mathematical risk quantification framework.

The evaluation of risk perceptions (see sections 3.5.2 and 3.6) provides opportu-
nities to compare the collected data to the individual assessments of security risks
in the own system environment. Even though the collected risk assessments are
certainly not suitable for all the individual components, decision makers should
use the assessments as they serve as references and can provide guidance for own
estimations.

The survey’s results indicate that identity theft (e. g., Goodman and Ramer,
2007; Jensen et al., 2009; Viega, 2009), attacks against availability (e. g., Bhat-
tacharya et al., 2003; Jensen et al., 2009; Zhang et al., 2009), and the risk that the
supplier is looking at sensitive customer data stored or processed on its servers
(e. g., Beulen et al., 2005; Briscoe and Marinos, 2009; Schwarz et al., 2009) are
the risks that are perceived to be most serious. The descriptive statistics of the ten
highest rated IT security risks related to Cloud Computing are shown in table 3.21.
The descriptive sample characteristics for all 31 identified risks can be found in
table A.12. The numbers used in table A.12 are mapped to the descriptions of risks
in tables A.10 and A.11.

The collected data shows that risks related to confidentiality are perceived to
be most serious, followed by availability and accountability risks. These three di-
mensions of IT security risks show highly significant effects on the perceived IT
security risk as well as on the adoption intentions of (potential) users. The other
three dimensions, i. e., integrity, performance, and maintainability, are also signif-
icant but were rated to be less serious by the surveyed IT executives.

In chapter 4, this thesis presents a mathematical risk quantification model which
supports IT executives in analyzing risks in a given scenario. In order to do so, the
scenario is divided into the constituting elements it is composed of, which makes
it easier to identify and assess the individual risks related to these components. Ex-
emplary components of a scenario can be services (provided in-house or through
servers at a Cloud Computing provider’s side) or data transfers in-between these
services. The mathematical framework provides methods for aggregating the indi-
vidual estimations back to a final, overall distribution of risks (i. e., a probability
density function of the potential losses) for the whole scenario.

As we have pointed out in section 4.2.3, rounding the cost values (i. e., intro-
ducing inaccuracies) can lead to calculation times that were more than 25 thousand
times faster than the calculation times without rounding. At the same time, the av-
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erage difference between the calculated risk distributions, i. e., the introduced in-
accuracy, was below 0.3%. Especially when larger scenarios have to be analyzed,
decision makers may round the cost values, as the distributions’ differences remain
small, even when the values are heavily rounded. For quicker results, it might be
the best approach to start with a high rounding parameter (and, thus, larger inaccu-
racies) and gradually decrease the rounding parameter. This improves the accuracy
from step to step and iteratively refines the resulting distribution of risks.

Additionally, we were able to demonstrate a linear relationship between the
rounding parameter and the size of a scenario that can be analyzed within a given
time frame in section 4.2.3. This means that it is possible to anticipate a suitable
degree of rounding for the cost values without having to wait too long for the
results of the calculations. This could lead to an acceleration of the data collection
for the cost estimations.

In addition to its suitability for risk identification, the extended IT security risk
taxonomy of Cloud Computing presented in tables 5.2 and 5.3 can also be used to
support decision makers in the phase of risk quantification1. For all risk items in
the taxonomy shown in tables 5.2 and 5.3, we specify parameters that are relevant
for using the identified security risks in combination with our mathematical risk
model.

Tchankova (2002) distinguishes between hazards and perils. A hazard is a con-
dition or circumstance that increases the chance of losses and their severity, while
a peril is something which directly causes losses. The first column right to the
number of sources for each risk (L) shows whether the risk directly involves costs
or not, i. e., whether it is a hazard or a peril.

Compromised data confidentiality costs & probabilityperil

hazard

hazard

hazard

probability

probability

probability

Disclosure of data by the provider

Eavesdropping communications

Insufficient user separation

Figure 5.1 Exemplary relations between identified risks, as well as hazards and perils.

While it is possible to estimate occurrence probabilities for hazards and perils,
it is not possible to quantify the potential losses caused by hazards as only perils
cause direct costs. Thus, during the phase of risk quantification, it is important to
be aware of the difference between these two types of risks. Additionally, there

1 Compare, in the following, Ackermann et al. (2011).
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are strong relationships between most of the identified risks, like shown in the
structure in figure 5.1.

Furthermore, we marked all deliberate attacks (D). This is done in order to em-
phasize the severity of these attacks, especially when companies use recent types of
IT outsourcing such as SaaS and Cloud Computing. For example, (distributed) de-
nial of service attacks against the availability of a Cloud Computing service (e. g.,
Bhattacharya et al., 2003; Jensen et al., 2009; Dawoud et al., 2010) are always car-
ried out on purpose, while limited scalability (e. g., Kern et al., 2002a; Gonçalves
and Ballon, 2009; Brynjolfsson et al., 2010) is an unintended risk. In total, more
than every third risk item can be a deliberate attack, i. e., done on purpose and
in order to cause damage. Users should be aware of these deliberate attacks and
actively implement countermeasures such as Intrusion Detection Systems (IDSs)
and firewalls.

The last column of tables 5.2 and 5.3 (PI) indicates whether the number of
service invocations or the number of data transfers from and to a service has
to be taken into account when quantifying potential losses. Some risks, such as
“Discontinuity of the service” (e. g., Currie and Seltsikas, 2001; Vitharana and
Dharwadkar, 2007; Gewald and Dibbern, 2009; Schwarz et al., 2009), are related
to the provider and so the number of service calls is irrelevant, while other risks,
such as “Manipulation of transferred data” (e. g., Zhou et al., 2008; Minutoli et al.,
2009), could occur in every single data transfer.

Additionally, a decision support system prototype has been implemented (see
section 4.3.2), that itself is a SaaS application that is provided via the Internet and
can be accessed with all modern browsers. The prototype can be used during the
phases of risk quantification and risk treatment and performs all calculations de-
scribed in section 4.1. Based on the proposed risk quantification framework, the
risk estimations regarding the individual components of the scenario are automati-
cally aggregated to the single overall risk distribution. Therefore, decision makers
should use the developed decision support system prototype as it provides an easy
to use graphical interface to the proposed mathematical risk quantification frame-
work.
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Table 5.2 Taxonomy of Technological IT-Outsourcing Risks and their Application Characteris-
tics (1/2)

1. Confidentiality Risks #S L D AS AT PI

1 Supplier looking at sensitive data 18 � � �
2 Compromised data confidentially 15 � � � � �
3 Disclosure of data by the provider 12 � � � �
4 Insufficient protection against eavesdropping 7 � � � �
5 Eavesdropping communications 4 � � �

2. Integrity Risks #S L D AS AT PI

1 Data manipulation at provider side 5 � � � � �
2 Accidental modifications of transferred data 3 � � � �
3 Manipulation of transferred data 3 � � �
4 Accidental data modifications at provider side 2 � � � �

3. Availability Risks #S L D AS AT PI

1 Discontinuity of the service 13 � �
2 Insufficient availability and low uptime 12 � � �
3 Unintentional downtime 9 � � � �
4 Insufficient protection against downtime 7 � � �
5 Service delivery problems 6 � �
6 Loss of data access 5 � �
7 Technical issues and system failures 5 � � �
8 Attacks against availability 4 � � � �
9 Data loss at provider side 4 � �

#S: number of sources (out of the 65 final papers of the literature review) mentioning the risk, L:
risk can directly lead to losses, D: risk can be a deliberate attack, AS: risk can affect services,
AT: risk can affect data transfers, PI: risk can occur per invocation.
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Table 5.3 Taxonomy of Technological IT-Outsourcing Risks and their Application Characteris-
tics (2/2)

4. Performance Risks #S L D AS AT PI

1 Network performance problems 24 � �
2 Limited scalability 11 � �
3 Deliberate underperformance 8 � �
4 Insufficient service performance 7 � � � �
5 Insufficient protection against underperformance 4 � � �

5. Accountability Risks #S L D AS AT PI

1 Access without authorization 6 � �
2 Attackers generate costs 5 � � � �
3 Identity theft 5 � � �
4 Insufficient logging of actions 3 � � � �
5 Insufficient user separation 3 � �

6. Maintainability Risks #S L D AS AT PI

1 Incompatible with new technologies 17 � �
2 Inflexibility regarding business change 14 � �
3 IT becomes undifferentiated commodity 8 �
4 Incompatible business processes 6 �
5 Proprietary technologies 6 �
6 Costly modifications are necessary 4 � �
7 Insufficient maintenance 4 �
8 Limited customization possibilities 3 �
9 Limited data import 3 �

10 Service does not perfectly fit 2 � �
11 Unfavorably timed updates 2 � �

#S: number of sources (out of the 65 final papers of the literature review) mentioning the risk, L:
risk can directly lead to losses, D: risk can be a deliberate attack, AS: risk can affect services,
AT: risk can affect data transfers, PI: risk can occur per invocation.
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5.3 Recommended Actions for Risk Treatment

Risk treatment should primarily be targeted at those risks that have been quanti-
fied to be most serious (i. e., those with high occurrence probability and/or large
potential losses) (Prokein, 2008, pp. 100f.). The results of our empirical survey
among IT executives (see chapter 3) provide first orientations. Especially risks in
the dimensions confidentiality and availability have been rated to be serious when
Cloud Computing is used as a sourcing model.

Two of the ten highest rated risks (see table 3.21) are related to Cloud Comput-
ing providers that actively behave maliciously. At least when using online storage
services, client-side encryption of the data, i. e., encryption before the data are
uploaded to the provider’s infrastructure, is suitable for protecting the data’s con-
fidentiality (Streitberger and Ruppel, 2009, p. 89). This way, confidentiality risks
of some types of IaaS can almost completely be reduced. In the cases of SaaS and
PaaS, client-side encryption is not possible, since the data has to be processed at the
provider’s side and, thus, has to be unencrypted. However, recent progress in the
field of homomorphic encryption schemes (e. g., Smart and Vercauteren, 2010) en-
ables calculations based on encrypted numbers without knowing the unencrypted
values.

Other important security measures that should be implemented are intrusion
detection systems (e. g., Eckert, 2006, pp. 674–678) as they might help to detect
newer attacks that have not been identified during the risk identification phase
based on anomalies in the patterns of sent and received data. Especially during
the next IT risk management phase, i. e., risk review and evaluation, the collected
application log files might help to analyze the attacks and security incidents which
actually occurred.

Next to encryption and intrusion detection systems, companies should also
apply all other countermeasures discussed in section 3.4.2.

The mathematical model provides the opportunity to quickly compare sev-
eral alternative IT scenarios to each other from an economical point of view.
These comparisons can also incorporate individual risk preferences of the deci-
sion maker, e. g., risk averse persons can identify scenarios with slightly higher
expected potential losses but lower deviation of the values or a smaller long-tail of
the risk distribution.

Regarding the risk preferences, it could be shown in section 4.2.1 that the risk
quantification framework can very efficiently calculate risk metrics for decision
makers whose individual risk utility follows a μ-σ -function. This also includes
risk-neutral persons. However, this thesis provides efficient approaches and heuris-
tics for risk aggregation for decision makers with more complex utility functions.
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Our simulations show that it is still possible to evaluate scenarios with millions of
individual components and thousands of risks.

Based on hundreds of thousands of simulation runs, the sensitivity analysis of
the mathematical model in section 4.2.2 investigated the relationships between the
parameters of modeled scenarios and the resulting overall distribution of potential
losses. Regarding the individual risk preferences of decision makers, it could be
shown that risk-neutral decision makers loose a lot of information by only looking
at the mean value of potential losses and, therefore, neglecting the variance in the
distribution of potential losses. Instead of using only the limited μ-characteristic,
investment decisions should be based on the probability of large losses and, thus,
the upper tail of the distribution of potential losses (McNeil et al., 2005, p. 26). The
proposed risk quantification framework helps by providing very efficient methods
for calculating the overall risk distribution and calculating more advanced risk
metrics even for very large scenarios.

Additionally, it could be shown that scenarios are more sensitive to changes in
the amount of the potential losses, while changes to the occurrence probabilities
or the number of risks have a smaller effect on the resulting distribution. The least
strong effect is related to the number of considered components in the scenario.
Therefore, decision makers should focus on the risks with high costs, as a
reduction of the potential losses has the biggest effect on the resulting distribution
of risk (i. e., on the mean values as well as on the variance). The potential losses
might, e. g., be reduced by using encrypted data or only transferring data that are
absolutely necessary, so that potential losses due to data breaches are reduced.

The developed decision support system prototype (see section 4.3.2) can
also be used to identify the cost drivers of a given scenario and, thus, provides
initial evidence of potential improvement opportunities. Therefore, risk-related
characteristics such as μ , σ or the Value-at-Risk are calculated based on the
overall distribution of the potential losses and presented in the form of tables.
Decision makers can use these numbers as the basis for making investment
decisions in countermeasures against the most critical risks or in order to secure
the most critical components of the scenario.

This thesis, thus, provides various contributions which support decision makers
in minimizing IT security risks that can occur when Cloud Computing is used as a
sourcing model.
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5.4 Recommended Actions for Risk Review and Evaluation

The complete thesis serves to support the IT risk management process when Cloud
Computing is used for sourcing software, platforms, or infrastructure as services.
The previous sections provided recommendations for users of Cloud Computing
for the phases of risk identification, quantification, and treatment. In the phase of
risk review and evaluation, decision makers can analyze the completed risk man-
agement cycle retrospectively (Prokein, 2008, pp. 11f.), and check if the recom-
mendations of this thesis were included.

Regarding the risk identification phase, it has to be verified that the attacks
and security-related events which actually occurred and have been detected are
consistent with the identified vulnerabilities, threats, and risks for the scenario.
Additionally, if it has not been done yet, it is possible to check if all security risks
obtained through the literature review and the expert interviews (see sections 3.1
and 3.3) have been considered and included in the collection of risks. Furthermore,
it should be evaluated whether the risk classification was appropriate.

Decision makers have to review whether the occurred losses match the esti-
mated occurrence probabilities and cost values of the risk quantification phase.
Additionally, it is possible to check if their own estimations regarding the individ-
ual risks are comparable to the answers provided by the participating IT executives
of our survey (see section 3.5). Possible deviations for the collected estimations
must be justified.

Decision makers should review whether the investments in countermeasures (as
a result of the risk treatment phase) had the desired effect from an ex-post point
of view. In the case of this ex-post analysis, however, it must be considered that
the frequency of loss events usually follows a stochastic distribution. Rather than
focusing solely on the costs or, respectively, on the increased safety, it is important
to invest in economically reasonable countermeasures, and thus consider the trade-
off between cost and security (see section 4.1.1).

The developed decision support system prototype (see section 4.3.2) can be
used to collect the risks related to individual components of a Cloud Computing
scenario and to aggregate these estimations to the final, combined distribution of
potential losses of the whole scenario. In order to economically treat the risks, it is
possible to compare risks distributions of multiple, alternative security levels with
each other.
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5.5 Recommended Actions for Cloud Computing Providers

In section 3.6, we showed that the perceived IT security risk has a highly sig-
nificant negative effect on the adoption decisions of potential Cloud Computing
users. We even found a double negative effect, as, on the one hand, reservations
against Cloud Computing (i. e., the perceived negative utility) increase when the
perceived IT security risk is considered to be high. On the other hand, the per-
ceived positive utility, i. e., the promised opportunities, such as cost advantages
and switching flexibility, is also inhibited. Therefore, PITSR is an important pa-
rameter for Cloud Computing providers with which the adoption of the supplied
services can be increased.

Based on the results of the conducted survey (see section 3.5), it can be seen,
which risks are perceived to be more serious than others by the (potential) users
of Cloud Computing services. According to the collected data, Cloud Computing
providers should mainly focus on minimizing confidentiality risks and risks related
to availability and accountability. Additionally to actually mitigating these risks,
the measures taken should also be communicated to the users in order to build trust
(Buxmann and Ackermann, 2010, p. 15).

Especially the security risk dimension “confidentiality” shows strong effects on
the customers adoption decisions, followed by availability-, and accountability-
related risks that are also highly significant. Performance- and maintainability-
related risks also show significant negative effects on the intention to increase the
level of Cloud Computing adoption, but these effects are less strong than for the
already mentioned security risk dimensions.

Perceived integrity-related risks, such as deliberate manipulation of stored,
transferred, or processed data, only have a small effect on the adoption decisions.
Therefore, these risks should not be a primary target for trust building efforts.

Accreditation and certification of the services by an independent third-party
assurance body can be used to signal the (potential) customers that a provider im-
plements IT security measures in order to protect the users’ data and intellectual
property (e. g., Walsh, 2003, p. 105; Ma et al., 2005, p. 1073; Everett, 2009, pp. 5–
7). The certificates should be based on reviews of technical security measures
and process controls. Additionally, they should be renewed periodically as the ef-
fectiveness of implemented measures can change quickly (Goodman and Ramer,
2007, p. 818). Providers can build trust by communicating their continuous efforts
to mitigate and reduce risks.

Cloud Computing providers – analogous to Cloud Computing users – can also
use the mathematical risk quantification framework (see chapter 4) in order to
model and compare multiple alternative security levels. The alternatives should be
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weighed up and compared against each other for the purpose of making economi-
cally reasonable investments in security measures.

To elaborate on this point, there is also the possibility that Cloud Computing
providers protect their IT systems in such a way that the perceived risk is mini-
mized from the perspective of their (potential) users. In order to do so, the indi-
vidual risks could be weighted with their collected average effect sizes (see ta-
bles 3.20, 3.21, and A.12). This would incorporate those risks perceived to be very
serious to a greater amount when calculating the distribution of potential losses.
In light of the users’ perceptions, this would lead to maximum adoption of the
services offered.

According to Conchar et al. (2004, p. 432), marketing strategies and actions
can have a large influence on the risk perceived by the users. Therefore, Cloud
Computing providers might segment their potential market according to risk pro-
file characteristics and implement targeted trust building actions. However, some
countermeasures against IT security risks – especially those perceived to be very
serious – could be taken for granted by all potential customers and, thus, have to
be implemented by the provider. If these essential security measures would not
be offered, the customers would perceive this as a deficit and might not adopt the
service.



Chapter 6

Limitations, Summary, and Prospect

6.1 Limitations and Critical Assessment

In the following, limitations of this thesis’s research are presented. The quantifica-
tion of risks in sections 3.5 and 3.6 is based on estimations of IT executives. The
values are perceived risks instead of mathematically calculated values. Addition-
ally, most respondents (69%) did not yet use Cloud Computing, and because of
relatively low adoption rates in the market, the reported values represent anxieties
rather than actual quantifications of facts and experiences. The assessment of risk
incorporates both, the occurrence probability of the incident as well as its nega-
tive consequences, e. g., the potential losses. Therefore, all estimations should not
be taken as fixed values. Instead, they may have to be adapted to each individual
scenario.

Despite their nonsignificant loadings, three indicators from three different risk
dimensions were not removed, in order to avoid violating each dimension’s ex-
haustiveness. As all three indicators cover important aspects of their dimensions,
were confirmed by expert interviews, and because analysis of Variance Inflation
Factors (VIFs) showed that they are not redundant, we decided to keep them as
part of the Perceived IT Security Risk (PITSR)’s content domain. However, future
studies should reinvestigate these indicators and assess them in other contexts.

Theoretically, the collected data are only valid for the time that the survey took
place and the external validity of the results may also be undermined by common
method variance, as the data were collected from participants at the same time
using the same survey. Even though various tests confirm that common method
bias is not an issue, the developed PITSR scale should be cross-validated with a
fresh, second set of data. This would also allow checking if and how much the
assessment changes over time. Especially when the presented conceptualization is
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transferred to domains other than Cloud Computing, the content validity should be
reassessed.

According to Tversky and Kahneman (1973), Combs and Slovic (1979), and
Sjöberg and Engelberg (2010), the availability of information is a cornerstone of
heuristics for the individual assessment of risks. Therefore, a major security in-
cident and the subsequent coverage in mass media could lead to changes in the
perception of some risks which would then have to be reassessed.

In the presented risk quantification framework (see chapter 4), it is assumed
that the decision maker can provide all model parameters. Therefore, all parame-
ters have to be collected or estimated before the risk assessment is made, which
is not always feasible. In particular, external services, i. e., services provided by
third parties, are often used as black boxes. Consequently, it requires great effort
to estimate parameters such as risk probabilities. Eventually, the occurrence prob-
abilities for risks related to external services might be even higher than expected
because of unknown sub-contractors and further (hidden) service invocations. Fur-
thermore, the presented model assumes that all analyzed risks are uncorrelated
with each other and that all risk parameters are estimated for the same time frame.
This means that for every estimated probability and potential cost value, it has to
be transparent whether the value was estimated, for example, per day, month, or
year.

Another limitation is the fact that the costs related to the risks are modeled to
be static, instead of following a distribution function. This simplification has been
made in order to provide an algorithm that can calculate the probability distribution
of arising costs for scenarios encompassing millions of services.

The results provided by the mathematical model are in the form of a probability
density function of the potential losses. Instead of simply providing a single risk
measure such as the mean value, these statistics represent the distribution of the
costs. These distributions must be individually interpreted and, therefore, decision
makers have to find the characteristics that best represent their own risk preferences
and utility functions.

Finally, in IT security, largely due to its rapid technological improvements, at-
tacks and security measures change quickly. Consequently, risk occurrence prob-
abilities are dynamic and the model parameters have to be adapted from time to
time. As historical data of risks and attacks grows older, it becomes difficult to
make prognoses based on it. This stresses the importance of an iterative IT risk
management process in which the phases of risk identification, quantification, and
treatment are regularly repeated.
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6.2 Summary

6.2.1 Theoretical Contributions

This research advances the understanding of IT security risks related to Cloud
Computing by shedding light on the conceptual core of perceived IT security risk.
To the best of our knowledge, this is the first conceptualization of perceived risk in
IS research that – in line with traditional theories of risk perception – comprehen-
sively captures the complex, multi-dimensional nature of the construct. Grounded
on a broad literature review, Q-sort procedure, and extensive expert interviews,
confidentiality, integrity, availability, performance, accountability, and maintain-
ability were identified as the six sub-dimensions of perceived IT security risk of
Cloud Computing. Additionally, a risk taxonomy containing 31 individual risks
was created. The detailed conceptualization contributes to IT security research and
allows for the transfer of theories on risk perception to the IS context. In particu-
lar, this in-depth conceptual framework of IT security risk perception advances the
understanding of adoption decisions in IT outsourcing contexts. Tests of the nomo-
logical network of PITSR indicate that perceived IT security risk alone explains
28% of the companies’ intentions to increase their adoption of Cloud Computing.
This highly significant relationship shows that – next to perceived benefits and
opportunities or the subjective norm – perceived IT security risks are one of the
major factors influencing the adoption decisions of potential customers. Therefore,
the presented conceptualization can be used to enhance existing theories.

This thesis also contributes a validated scale and thus a comprehensive opera-
tionalization that provides an intensively tested measurement instrument for per-
ceived IT security risk related to Cloud Computing. The developed scale has been
successfully evaluated; the validity and reliability of individual indicators, as well
as at the construct level, have been intensively analyzed. Tests of nomological
validity and known-groups comparison have also been conducted. The empirical
results showed that PITSR captures the complex and multi-dimensional nature
of the underlying latent construct better than prior traditional, simple and one-
dimensional operationalizations. Therefore, researchers should use the scale as a
platform for future research related to IT security risk (e. g., in the context of Tech-
nology Acceptance Model (TAM) and Theory of Reasoned Action (TRA)).

Based on the conceptualization and the results of the survey, this thesis con-
tributes to a better understanding of the effect of IT security risks on Cloud Com-
puting adoption decisions. The proposed theoretical model links perceived IT se-
curity risk with both positive and negative attitudinal evaluations in order to fully
comprehend PITSR’s impact in a broader nomological network. Covariance Struc-
ture Analysis (CSA) showed that different dimensions of IT security risk can both
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increase reservations towards Cloud Computing (e. g., due to data losses and ex-
tended downtimes) and decrease the promised opportunities of Cloud Computing
adoption (e. g., through cost advantages and switching flexibility) at the same time.
Therefore, these dimensions may exhibit a double detrimental effect on Cloud
Computing adoption.

Finally, a mathematical risk quantification model was proposed that can be
used to analyze which IT security risk parameters influence the overall distribution
of potential losses in Cloud Computing scenarios. A simulation-based sensitivity
analysis identified the individual effects of parameters – such as occurrence proba-
bilities, potential losses, number of risks, and number of components – and showed
how the resulting overall risk characteristics change when the parameter values are
reduced or increased. Knowledge of the individual effects and their relationships
can help decision makers to better prioritize their strategies for risk treatment. Ad-
ditionally, it is possible to more accurately anticipate how the overall risk is going
to change when the scenario is changed.

6.2.2 Practical Contributions

The most important practical contribution is the empirical evidence that perceived
IT security risk is one of the major factors that influence the customers’ adoption
decisions; this has implications for (potential) customers as well as providers of
Cloud Computing.

For customers, the developed conceptualization, with its individual risks, fur-
nishes useful suggestions on how to draw up contracts or Service Level Agree-
ments (SLAs) with an IT outsourcing provider. Furthermore, the results can facil-
itate the IT risk management process of potential users during the phases of risk
identification, quantification, and treatment. The provided conceptualization can
serve as a checklist during risk identification, as it includes all relevant risks for
evaluating the performance of (alternative) Cloud Computing providers.

In the course of risk quantification, estimations of internal security experts
provide a first approximation and a reference with one’s individual estimations
should be compared. The developed decision support system prototype enables
decision makers to quickly quantify risks in Cloud Computing scenarios. The
proposed risk quantification framework helps them divide scenarios into the con-
stituent elements, which simplifies estimating risk parameters such as potential
losses and occurrence probabilities for individual components. The mathematical
model solves the problem of efficiently aggregating individual estimations to the
final, combined distribution of potential losses of the whole scenario.
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Furthermore, the decision support system prototype can be used to compare al-
ternative security scenarios. Therefore, it provides a sound basis for risk treatment,
as different countermeasures can be modeled and tested against each other. Based
on individual risk preferences and utility functions, decision makers can chose the
most economically reasonable combination.

Additionally, the developed prototype helps decision makers identify the cost
drivers in a given scenario, as it reports the individual fraction of the potential
losses that is contributed by each single risk or scenario component. Thus, it is
possible to analyze which components of the information system (e. g., services
and data transfers) induce the highest proportion of risk and whose removal or
exchange leads to the greatest reduction of potential losses during the phase of IT
risk treatment.

The highly significant relation between perceived risk and the adoption inten-
tion is especially relevant, since the perceived risk can differ from the actual level
of risk. This misjudgment of risk can lead to wrong or harmful decisions, like the
extreme example of road kills after September 11 dramatically illustrates (Gigeren-
zer, 2004). Therefore, for Cloud Computing providers, there is huge potential in
correcting these misjudgments. The quantification of users’ individual risk percep-
tions can provide the basis for targeted efforts to manage these perceptions. This
could be done by implementing concrete countermeasures and by well-directed
communication efforts in order to build trust. The in-depth conceptualization of
PITSR allows for a better understanding of the context-sensitive underlying di-
mensions of perceived risk, which is important, because these dimensions have to
be treated differently.

6.2.3 Conclusion

Based on established guidelines, a systematic five-step process, involving a variety
of methods, was used in order to develop, refine, and evaluate the conceptualiza-
tion and measurement of the perceived IT security risk. Starting with an extensive
literature review of 149 papers to build the initial pool of IT security risks relevant
to Cloud Computing, the Q-sort method as well as interviews with 24 IT security
experts were conducted in order to refine and evaluate the clustering of individual
risks to six risk dimensions. The developed measurement scale for the presented
construct was comprehensively validated through successful tests of nomologi-
cal validity and known-groups comparison. Additionally, it was shown that the
scale better captures the complex, multi-dimensional structure of the underlying
latent construct than previously-used aggregated, higher-level operationalizations.
Therefore, it is hoped that the conceptualization and operationalization will en-
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courage future research that examines perceived IT security risk within different
theoretical models and contexts, helping to provide a better understanding of user
behavior.

To the best of our knowledge, this is the first study at the interface between
Cloud Computing and IT security that comprehensively examines the form and
nature of PITSR and its impact on IT executives’ Cloud Computing assessments
and adoption intentions. Tests of the construct’s nomological network indicate a
highly significant relationship and show that – next to perceived benefits and op-
portunities or the subjective norm – perceived IT security risks are an important
factor that influences the adoption decisions of potential customers.

This thesis is also the first attempt to propose a theoretical model that links
perceived IT security risk with both positive and negative attitudinal evaluations
in order to fully comprehend its impact in a broader nomological network. The
proposed model exhibited good psychometric properties and explained significant
amounts of the variance of all endogenous variables. This study, thus, firmly es-
tablished the multi-dimensional nature of PITSR as an important construct that
influences IT executives in their decision-making process (i. e., in their trade-off
between positive and negative attitudes and their subsequent adoption intentions)
and provided a strong empirical basis for deeper investigations into more complex
effect mechanisms triggered by perceived IT security risk.

This thesis presented a risk quantification framework that can be used to quan-
tify the risks occurring in information systems composed of services and data
transfers. It was demonstrated that it is possible to evaluate security levels and to
make proper investment choices using individual risk preferences based on math-
ematically calculated probability density functions. By deriving metrics such as
the expected value of costs or the Value-at-Risk from the distribution of potential
losses, the attractiveness of investment choices can be measured and compared.
Building on that, decision makers can choose an optimal security level, i. e., the
most economically reasonable combination of security measures.

Simulations showed that inaccuracies in parameter estimation have a relatively
small effect on calculated results, especially for large scenarios. By pre-processing
and rounding the model’s parameters before the calculation of joint probability
density functions begins, it is possible to achieve huge speedups without sacrificing
much accuracy. Unlike previous approaches, which do not support decision makers
in aggregating the risks of multiple components of Cloud Computing scenarios, the
mathematical model can handle realistic, larger information systems with many
interconnected components and risks.

Additionally, it is possible to analyze which components of the system (e. g.,
services or data transfers) induce the highest proportion of risk and whose removal
or exchange leads to the greatest reduction in potential losses. Based on analysis
of how the model responds to changes in parameters, this thesis proved that if
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appropriate risk measures are taken for the assessment of risk drivers, it is possible
to show how the risk is concentrated in each individual risk, as a fraction of the
overall risk.

Finally, an existing real-life e-commerce pricing system was used to demon-
strate how the model can be applied in order to quantify the risks occurring in this
scenario and to compare two alternative levels of security.
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6.3 Recommendations for Future Work

Regarding the literature review described in section 3.1, further work needs to be
done in order to extend the support of risk management to the third phase, i. e., risk
treatment, by showing which countermeasures allow for the reduction of specific
risks. As part of the literature review, countermeasures were collected and grouped
into categories such as performance management, business continuity, logging and
non-repudiation, or trust and reputation establishment. More information on the
cause-and-effect chains between the identified risks and the connections to existing
countermeasures would allow for the identification of which risks can be caused
by other risks, as well as which countermeasures protect against which risks. The
associated graphs can be used in the phase of risk treatment. This information
could be particularly useful in the context of IT risk management decision support
systems.

There are several avenues for further research regarding the conceptualization
and operationalization of PITSR. On the conceptual level, the process of form-
ing users’ risk perceptions should be further investigated. Risk controversies are
a common issue and could lead to wrong decisions, as seen in the initial exam-
ple of the increase in traffic fatalities during the months following September 11
(Gigerenzer, 2004). As media coverage of single IT security incident can have an
effect on the perception of all IT security risks, an event study on the basis of
experimentation could be used to better understand the formation process of risk
perceptions. This thesis serves as a first step towards research on risk controversies
related to IT security in the context of Cloud Computing. By comparing the col-
lected perceived risks with actual risks, it might be possible to analyze the cause
and effect relationships of misjudged risks. Therefore, the expert interviews with
IT security experts described in section 3.3 should be extended. A number of pos-
sible future studies using the same domain and set of questions are apparent. More
information on the risk quantifications of IT security experts would allow for the
establishment of more objective ratings of the collected risks that could serve as
reference values.

A future study investigating the risks seen from the Cloud Computing
providers’ and from the IT security experts’ views would also be very interest-
ing. The data could be used to compare a) clients’ and providers’ perceived risks,
as well as b) the users’ perceived risks and the estimations of experts, which are
supposed to be neutral.

The PITSR scale and operationalization developed throughout chapter 3 should
be cross-validated on a fresh, second set of data (MacKenzie et al., 2011,
pp. 324f.). As the new samples should be obtained from another population to
which the PITSR scale is expected to apply, this step could be combined with
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collecting risk assessments from Cloud Computing providers and IT security ex-
perts. These future studies could also help other researchers reinvestigate the three
problematic indicators (see section 3.5.2.6) and assess them in other contexts.

Hopefully, this thesis will serve as a springboard for future research studies and
aid Cloud Computing providers in better addressing their (potential) clients’ IT
security risk perceptions. To the extent that researchers may be able to transfer
(parts of) the scale to other IT security risk domains, PITSR may also serve as a
validated baseline measure that makes it much easier to compare and consolidate
findings across studies and contexts. Therefore, it is hoped that the conceptualiza-
tion and operationalization will encourage future research to examine perceived
IT security risk within different theoretical models and contexts, providing a better
understanding of user behaviors.

Regarding the risk quantification framework described in chapter 4, further re-
search is needed in order to determine how the scenario’s probability and cost
parameters can be automatically extracted based on a given business process (e. g.,
in the Business Process Execution Language (BPEL) format) or based on historical
data sets. For example, log files of intrusion detection systems could help decision
makers estimate occurrence probabilities for common attacks. Wang et al. (2008,
pp. 109–116) already demonstrated how parameters, such as occurrence probabili-
ties for IT security risks, can be extracted based on data from a host-based activity
monitoring system. However, detection and quantification of IT security-related
anomalies is in its early stages and, thus, the results should be scrutinized by IT
security experts.

Furthermore, it would be interesting to analyze how different countermeasures
and IT security technologies collaborate with each other. There might be interac-
tion effects between security measures that are not considered in the mathematical
risk model.

The decision support system prototype presented in section 4.3.2 could be ex-
tended by integrating a recommendation systems that, based on the identified risks,
suggests adequate countermeasures. This would help decision makers secure their
Cloud Computing scenarios.

Finally, the proposed risk quantification framework is only a first step, and of-
fers various avenues for further research that might extend the presented mathe-
matical model. In addition to extending the model as suggested above, future re-
search could, and should, assess the problem of optimal security investments from
a macroeconomic perspective. In contrast to evaluating risks, such as Stuxnet and
Flame, at an organizational level, it might be worth considering the total effects
and potential losses for the state and society.
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A.2 Sources for each Risk Item

Table A.1 Sources for each Risk Item (1/2)

1. Confidentiality Risks #S Sources

1 Supplier looking at sensitive data 18 [6], [7], [10], [19], [26], [30], [32],
[33], [40], [41], [48], [52], [53], [54],
[55], [57], [60], [63]

2 Compromised data confidentially 15 [1], [17], [32], [37], [39], [40], [45],
[48], [52], [58], [60], [61], [62], [63]

3 Disclosure of data by the provider 12 [17], [30], [33], [36], [46], [49], [51],
[52], [54], [55], [65]

4 Insufficient protection against eavesdropping 7 [17], [18], [38], [41], [48], [49], [51]

5 Eavesdropping communications 4 [17], [32], [49], [63]

2. Integrity Risks #S Sources

1 Data manipulation at provider side 5 [17], [32], [52], [53], [54]

2 Accidental modifications of transferred data 3 [36], [54], [65]

3 Manipulation of transferred data 3 [39], [54], [65]

4 Accidental data modifications at provider side 2 [36], [65]

3. Availability Risks #S Sources

1 Discontinuity of the service 13 [2], [4], [8], [13], [14], [18], [22],
[34], [36], [41], [48], [50], [60]

2 Insufficient availability and low uptime 12 [6], [10], [15], [16], [25], [31], [34],
[38], [39], [51], [54], [59]

3 Unintentional downtime 9 [2], [6], [7], [27], [48], [51], [54],
[60], [61]

4 Insufficient protection against downtime 7 [17], [18], [34], [41], [48], [51], [63]

5 Service delivery problems 6 [4], [13], [14], [17], [22], [38]

6 Loss of data access 5 [23], [48], [49], [53], [54]

7 Technical issues and system failures 5 [6], [7], [27], [51], [60]

8 Attacks against availability 4 [9], [17], [32], [63]

9 Data loss at provider side 4 [18], [24], [36], [65]
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Table A.2 Sources for each Risk Item (2/2)

4. Performance Risks #S Sources

1 Network performance problems 24 [5], [7], [8], [9], [10], [11], [13],
[15], [19], [23], [25], [26], [27],
[34], [36], [37], [38], [39], [45],
[48], [51], [60], [63], [64]

2 Limited scalability 11 [6], [9], [10], [11], [15], [16], [21],
[23], [34], [39], [62]

3 Deliberate underperformance 8 [2], [13], [22], [41], [42], [43], [44],
[48]

4 Insufficient service performance 7 [8], [11], [22], [34], [42], [47], [51]

5 Insufficient protection against underperformance 4 [17], [34], [51], [63]

5. Accountability Risks #S Sources

1 Access without authorization 6 [18], [30], [38], [40], [46], [49]

2 Attackers generate costs 5 [10], [18], [32], [60], [63]

3 Identity theft 5 [9], [24], [32], [49], [52]

4 Insufficient logging of actions 3 [10], [18], [60]

5 Insufficient user separation 3 [17], [18], [49]

6. Maintainability Risks #S Sources

1 Incompatible with new technologies 17 [3], [4], [5], [9], [11], [14], [21],
[22], [27], [28], [29], [34], [38],
[41], [45], [56], [61]

2 Inflexibility regarding business change 14 [4], [5], [9], [14], [22], [27], [28],
[29], [34], [38], [41], [45], [56],
[61]

3 IT becomes undifferentiated commodity 8 [11], [14], [27], [28], [35], [43],
[56], [64]

4 Incompatible business processes 6 [11], [16], [23], [35], [38], [59]

5 Proprietary technologies 6 [18], [20], [23], [27], [49], [52]

6 Costly modifications are necessary 4 [17], [38], [41], [52]

7 Insufficient maintenance 4 [8], [38], [41], [64]

8 Limited customization possibilities 3 [34], [36], [45]

9 Limited data import 3 [16], [18], [20]

10 Service does not perfectly fit 2 [34], [36]

11 Unfavorably timed updates 2 [41], [60]
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A.3 Q-Sort Statistics

The following tables show detailled statistics of the Q-sort process carried out in section 3.2.
While table A.3 shows the assignment of cards to the different dimensions, tables A.4 to A.7
contain the indiviual assignments for each of the three rounds, as well as for the final set of risk
items. Table A.8 shows statistics for calculating the inter-rater reliabilities (Cohen’s Kappa).

Table A.3 Q-Sort Class Hit Ratios

Cards placed in Dimension

Target Dimension C
on

fid
en

tia
lit

y

In
te

gr
ity

A
va

ila
bi

lit
y

Pe
rf

or
m

an
ce

A
cc

ou
nt

ab
ili

ty

M
ai

nt
ai

na
bi

lit
y

U
nc

le
ar

Hit Rate

Fi
rs

tR
ou

nd

Confidentiality 29 0 0 0 0 0 1 96.7%

Integrity 0 19 0 0 0 0 5 79.2%

Availability 0 3 39 6 0 0 6 72.2%

Performance 0 0 2 23 0 1 4 76.7%

Accountability 7 3 0 0 17 0 3 56.7%

Maintainability 0 0 0 3 0 41 22 62.1%

Se
co

nd
R

ou
nd

Confidentiality 16 2 0 0 0 0 0 88.9%

Integrity 0 24 0 0 0 0 0 100.0%

Availability 0 1 33 2 0 0 0 91.7%

Performance 0 0 0 21 0 3 0 87.5%

Accountability 8 1 0 0 21 0 0 70.0%

Maintainability 0 0 1 0 0 46 7 85.2%

T
hi

rd
R

ou
nd

Confidentiality 16 2 0 0 0 0 0 88.9%

Integrity 0 24 0 0 0 0 0 100.0%

Availability 0 1 33 2 0 0 0 91.7%

Performance 0 0 0 23 0 1 0 95.8%

Accountability 1 2 0 0 27 0 0 90.0%

Maintainability 0 0 1 0 0 46 7 85.2%

Fi
na

lR
is

k
Se

t

Confidentiality 16 2 0 0 0 0 0 88.9%

Integrity 0 24 0 0 0 0 0 100.0%

Availability 0 1 33 2 0 0 0 91.7%

Performance 0 0 0 23 0 1 0 95.8%

Accountability 1 2 0 0 27 0 0 90.0%

Maintainability 0 0 1 0 0 41 0 97.6%
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Table A.4 Q-Sort Assignments after First Round

Short Risk Item Description

Ta
rg

et Judges

Pl
ac

em
.

R
at

io

A
ct

io
n

1 2 3 4 5 6

Supplier looking at sensitive data 1 1 1 1 1 1 1 100%
Compromised data confidentially 1 ? 1 1 1 1 1 83% R
Disclosure of data by the provider 1 1 1 1 1 1 1 100%
Insufficient protection against eavesdropping 1 1 1 1 1 1 1 100%
Eavesdropping communications 1 1 1 1 1 1 1 100% R

Data manipulation at provider side 2 2 2 2 ? 2 2 83%
Accidental modifications of transferred data 2 2 2 2 ? 2 2 83%
Manipulation of transferred data 2 2 2 2 2 2 2 100%
Accidental data modifications at provider side 2 2 ? 2 ? ? 2 50% P

Discontinuity of the service 3 3 3 3 3 3 ? 83%
Insufficient availability and low uptime 3 3 3 2 4 4 3 50% M
Unintentional downtime 3 3 3 2 4 4 3 50% M
Insufficient protection against downtime 3 3 3 3 3 3 3 100%
Service delivery problems 3 3 ? ? 4 3 ? 33% R
Loss of data access 3 3 3 3 3 3 ? 83%
Technical issues and system failures 3 3 3 3 4 3 3 83%
Attacks against availability 3 3 3 3 3 3 3 100%
Data loss at provider side 3 3 3 3 ? 3 2 67% P

Network performance problems 4 4 3 3 4 4 4 67% P
Limited scalability 4 4 4 ? ? 6 4 50% P
Deliberate underperformance 4 4 ? 4 4 4 ? 67% P
Insufficient service performance 4 4 4 4 4 4 4 100% R
Insufficient protection against underperformance 4 4 4 4 4 4 4 100%

Access without authorization 5 1 1 1 1 ? 5 17% P
Attackers generate costs 5 5 5 5 5 5 5 100%
Identity theft 5 1 5 1 5 2 5 50% P
Insufficient logging of actions 5 5 5 5 2 5 5 83%
Insufficient user separation 5 ? ? 5 2 1 5 33% P

Incompatible with new technologies 6 6 6 6 6 6 6 100%
Inflexibility regarding business change 6 6 6 6 6 6 6 100% M
IT becomes undifferentiated commodity 6 4 ? ? ? ? ? 0% P
Incompatible business processes 6 6 6 4 ? ? ? 33% P
Proprietary technologies 6 6 6 6 6 6 ? 83%
Costly modifications are necessary 6 6 6 6 6 6 ? 83% R
Insufficient maintenance 6 6 ? ? 6 6 6 67% P
Limited customization possibilities 6 6 6 6 6 6 6 100%
Limited data import 6 6 6 6 6 6 6 100%
Service does not perfectly fit 6 ? ? 4 ? ? ? 0% P
Unfavorably timed updates 6 6 ? ? ? ? ? 17% P

The actions were: R: remove item, M: merge item with another item, P: change phrasing of item.
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Table A.5 Q-Sort Assignments after Second Round

Short Risk Item Description

Ta
rg

et Judges

Pl
ac

em
.

R
at

io

A
ct

io
n

1 2 3 4 5 6

Supplier looking at sensitive data 1 1 1 1 1 1 1 100%

Disclosure of data by the provider 1 1 1 1 1 2 1 83%

Insufficient protection against eavesdropping 1 1 1 1 1 2 1 83%

Data manipulation at provider side 2 2 2 2 2 2 2 100%

Accidental modifications of transferred data 2 2 2 2 2 2 2 100%

Manipulation of transferred data 2 2 2 2 2 2 2 100%

Accidental data modifications at provider side 2 2 2 2 2 2 2 100%

Discontinuity of the service 3 3 3 3 3 3 3 100%

Insufficient protection against downtime 3 3 3 3 3 3 3 100%

Loss of data access 3 3 3 3 3 3 3 100%

Unintentional downtime 3 3 3 4 3 3 3 83%

Attacks against availability 3 3 3 3 3 4 3 83%

Data loss at provider side 3 3 3 3 3 3 2 83%

Network performance problems 4 4 4 4 4 4 4 100%

Limited scalability 4 4 4 4 6 6 6 50% P

Deliberate underperformance 4 4 4 4 4 4 4 100%

Insufficient protection against underperformance 4 4 4 4 4 4 4 100%

Access without authorization 5 1 1 5 5 1 1 33% P

Attackers generate costs 5 5 5 5 5 5 5 100%

Identity theft 5 1 1 5 5 1 5 50% P

Insufficient logging of actions 5 5 5 5 5 5 5 100%

Insufficient user separation 5 1 5 5 5 2 5 67% P

Incompatible with new technologies 6 6 6 6 6 6 6 100%

IT becomes undifferentiated commodity 6 6 ? ? ? 6 ? 33% P

Incompatible business processes 6 6 6 6 6 6 6 100%

Proprietary technologies 6 6 3 6 6 6 6 83%

Insufficient maintenance 6 6 6 6 6 6 6 100%

Limited customization possibilities 6 6 6 6 6 6 6 100%

Limited data import 6 6 6 6 6 6 6 100%

Service does not perfectly fit 6 ? 6 ? 6 6 ? 50% P

Unfavorably timed updates 6 6 6 6 6 6 6 100%

The action was: P: change phrasing of item.
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Table A.6 Q-Sort Assignments after Third Round

Short Risk Item Description

Ta
rg

et Judges

Pl
ac

em
.

R
at

io

A
ct

io
n

1 2 3 4 5 6

Supplier looking at sensitive data 1 1 1 1 1 1 1 100%

Disclosure of data by the provider 1 1 1 1 1 2 1 83%

Insufficient protection against eavesdropping 1 1 1 1 1 2 1 83%

Data manipulation at provider side 2 2 2 2 2 2 2 100%

Accidental modifications of transferred data 2 2 2 2 2 2 2 100%

Manipulation of transferred data 2 2 2 2 2 2 2 100%

Accidental data modifications at provider side 2 2 2 2 2 2 2 100%

Discontinuity of the service 3 3 3 3 3 3 3 100%

Insufficient protection against downtime 3 3 3 3 3 3 3 100%

Loss of data access 3 3 3 3 3 3 3 100%

Unintentional downtime 3 3 3 4 3 3 3 83%

Attacks against availability 3 3 3 3 3 4 3 83%

Data loss at provider side 3 3 3 3 3 3 2 83%

Network performance problems 4 4 4 4 4 4 4 100%

Limited scalability 4 4 4 4 4 6 4 83%

Deliberate underperformance 4 4 4 4 4 4 4 100%

Insufficient protection against underperformance 4 4 4 4 4 4 4 100%

Access without authorization 5 5 5 2 5 5 5 83%

Attackers generate costs 5 5 5 5 5 5 5 100%

Identity theft 5 5 1 5 5 5 5 83%

Insufficient logging of actions 5 5 5 5 5 5 5 100%

Insufficient user separation 5 5 5 2 5 5 5 83%

Incompatible with new technologies 6 6 6 6 6 6 6 100%

IT becomes undifferentiated commodity 6 6 ? ? ? 6 ? 33% R

Incompatible business processes 6 6 6 6 6 6 6 100%

Proprietary technologies 6 6 3 6 6 6 6 83%

Insufficient maintenance 6 6 6 6 6 6 6 100%

Limited customization possibilities 6 6 6 6 6 6 6 100%

Limited data import 6 6 6 6 6 6 6 100%

Service does not perfectly fit 6 ? 6 ? 6 6 ? 50% R

Unfavorably timed updates 6 6 6 6 6 6 6 100%

The action was: R: remove item.
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Table A.7 Q-Sort Assignments with Final Risk Set

Short Risk Item Description

Ta
rg

et Judges

Pl
ac

em
.

R
at

io

1 2 3 4 5 6

Supplier looking at sensitive data 1 1 1 1 1 1 1 100%

Disclosure of data by the provider 1 1 1 1 1 2 1 83%

Insufficient protection against eavesdropping 1 1 1 1 1 2 1 83%

Data manipulation at provider side 2 2 2 2 2 2 2 100%

Accidental modifications of transferred data 2 2 2 2 2 2 2 100%

Manipulation of transferred data 2 2 2 2 2 2 2 100%

Accidental data modifications at provider side 2 2 2 2 2 2 2 100%

Discontinuity of the service 3 3 3 3 3 3 3 100%

Insufficient protection against downtime 3 3 3 3 3 3 3 100%

Loss of data access 3 3 3 3 3 3 3 100%

Unintentional downtime 3 3 3 4 3 3 3 83%

Attacks against availability 3 3 3 3 3 4 3 83%

Data loss at provider side 3 3 3 3 3 3 2 83%

Network performance problems 4 4 4 4 4 4 4 100%

Limited scalability 4 4 4 4 4 6 4 83%

Deliberate underperformance 4 4 4 4 4 4 4 100%

Insufficient protection against underperformance 4 4 4 4 4 4 4 100%

Access without authorization 5 5 5 2 5 5 5 83%

Attackers generate costs 5 5 5 5 5 5 5 100%

Identity theft 5 5 1 5 5 5 5 83%

Insufficient logging of actions 5 5 5 5 5 5 5 100%

Insufficient user separation 5 5 5 2 5 5 5 83%

Incompatible with new technologies 6 6 6 6 6 6 6 100%

Incompatible business processes 6 6 6 6 6 6 6 100%

Proprietary technologies 6 6 3 6 6 6 6 83%

Insufficient maintenance 6 6 6 6 6 6 6 100%

Limited customization possibilities 6 6 6 6 6 6 6 100%

Limited data import 6 6 6 6 6 6 6 100%

Unfavorably timed updates 6 6 6 6 6 6 6 100%
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Table A.8 Q-Sort Cohen’s Kappas

Round 1 Round 2 Round 3 Final Risk Set

Judg- Agreements Agreements Agreements Agreements

es (out of 39) Kappa (out of 31) Kappa (out of 31) Kappa (out of 29) Kappa

1 2 30 76.9% 27 87.1% 27 87.1% 27 93.1%

1 3 27 69.2% 26 83.9% 27 87.1% 26 89.7%

1 4 23 59.0% 25 80.6% 29 93.5% 29 100.0%

1 5 28 71.8% 25 80.6% 26 83.9% 25 86.2%

1 6 25 64.1% 26 83.9% 29 93.5% 28 96.6%

2 3 30 76.9% 26 83.9% 25 80.6% 24 82.8%

2 4 25 64.1% 27 87.1% 29 93.5% 27 93.1%

2 5 28 71.8% 24 77.4% 24 77.4% 23 79.3%

2 6 28 71.8% 26 83.9% 27 87.1% 26 89.7%

3 4 24 61.5% 28 90.3% 27 87.1% 26 89.7%

3 5 27 69.2% 21 67.7% 22 71.0% 22 75.9%

3 6 24 61.5% 27 87.1% 27 87.1% 25 86.2%

4 5 29 74.4% 24 77.4% 26 83.9% 25 86.2%

4 6 22 56.4% 28 90.3% 29 93.5% 28 96.6%

5 6 25 64.1% 23 74.2% 24 77.4% 24 82.8%

Avg. 26.3 67.5% 25.5 82.4% 26.5 85.6% 25.7 88.5%
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A.4 Expert Interview Statistics

Table A.9 Expert Interview Details per Risk Item

“obviously “possibly “not

Short Risk Item Description part of” part of” part of”

Supplier looking at sensitive data 24 (100%) 0 (0%) 0 (0%)

Disclosure of data by the provider 20 (83%) 3 (13%) 1 (4%)

Eavesdropping communications 22 (92%) 2 (8%) 0 (0%)

Data manipulation at provider side 22 (92%) 2 (8%) 0 (0%)

Accidental modification of transferred data 18 (75%) 5 (21%) 1 (4%)

Manipulation of transferred data 22 (92%) 2 (8%) 0 (0%)

Accidental data modification at provider side 17 (71%) 6 (25%) 1 (4%)

Discontinuity of the service 20 (83%) 4 (17%) 0 (0%)

Insufficient protection against downtime 24 (100%) 0 (0%) 0 (0%)

Loss of data access 20 (83%) 3 (13%) 1 (4%)

Unintentional downtime 23 (96%) 1 (4%) 0 (0%)

Attacks against availability 21 (88%) 3 (13%) 0 (0%)

Data loss at provider side 20 (83%) 3 (13%) 1 (4%)

Network performance problems 21 (88%) 2 (8%) 1 (4%)

Limited scalability 22 (92%) 1 (4%) 1 (4%)

Deliberate underperformance 20 (83%) 4 (17%) 0 (0%)

Insufficient protection against underperformance 21 (88%) 3 (13%) 0 (0%)

Access without authorization 21 (88%) 3 (13%) 0 (0%)

Attackers generate costs 21 (88%) 3 (13%) 0 (0%)

Identity theft 21 (88%) 2 (8%) 1 (4%)

Insufficient logging of actions 21 (88%) 3 (13%) 0 (0%)

Insufficient user separation 22 (92%) 2 (8%) 0 (0%)

Incompatible with new technologies 19 (79%) 5 (21%) 0 (0%)

Incompatible business processes 21 (88%) 3 (13%) 0 (0%)

Proprietary technologies 20 (83%) 3 (13%) 1 (4%)

Insufficient maintenance 22 (92%) 2 (8%) 0 (0%)

Limited customization possibilities 21 (88%) 3 (13%) 0 (0%)

Limited data import 21 (88%) 3 (13%) 0 (0%)

Unfavorably timed updates 20 (83%) 4 (17%) 0 (0%)
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A.5 Questionnaire Items

Table A.10 Questionnaire Items (1/2)

Constructs Indicators

In the course of using Cloud Computing, how does your company perceive the
risk that . . .

Perceived
Confidentiality
Risk

1: . . . your transferred data are eavesdropped by unauthorized persons?

2: . . . your data are looked at by unauthorized persons on the supplier side?

3: . . . your data fall into the wrong hands because of disclosure by the provider?

4: . . . unauthorized persons can look at data on your internal systems (e. g., due
to vulnerabilities of the browser or the used protocols)?

Perceived
Integrity
Risk

5: . . . your data are manipulated during transmission?

6: . . . your data are manipulated at the provider side?

7: . . . your data are accidentally modified during the transfer, e. g., due to a
network error?

8: . . . your data are accidentally modified at the provider side, e. g., due to a
technical error?

9: . . . unauthorized persons modify data on your internal systems (e. g., through
the interface to the provider)?

Perceived
Availability
Risk

10: . . . the provisioning of the service is discontinued, e. g., due to insolvency
of the provider?

11: . . . it comes to unintentional downtime, e. g., because of technical errors
and system crashes?

12: . . . attacks are carried out which make the service unusable (so-called
denial-of-service attacks)?

13: . . . you can no longer log on to the service and therefore lose access to your
data?

14: . . . the provider experiences data loss and the data may not be recoverable?

15: . . . the availability of your internal systems is limited, e. g., during the data
transfer to the provider?
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Table A.11 Questionnaire Items (2/2)

Constructs Indicators

In the course of using Cloud Computing, how does your company perceive
the risk that . . .

Perceived
Performance
Risk

16: . . . you experience performance problems with the network or the Internet,
e. g., high response times or low data throughput?

17: . . . the performance of the service is not adequate, as soon as your own or
the whole intensity of use changes (especially increases)?

18: . . . the provider shows deliberate underperformance below the levels
stated before conclusion of the contract and therefore, e. g., speed or through-
put decline?

19: . . . you experience performance issues of your internal systems (e. g., dur-
ing the data transfer to the provider)?

Perceived
Accountability
Risk

20: . . . after the theft of your login data, attackers perform actions in the sys-
tem on your behalf?

21: . . . the separation of users sharing the system is insufficient, so they can
perform actions on behalf of other users?

22: . . . the logging of performed actions (as part of your use, but also by an
attacker) is insufficient, so that they cannot be accounted to the initiator after-
wards?

23: . . . it is possible to access the system without authorization (e. g., by in-
dividual usernames and passwords), so that performed actions cannot be ac-
counted to the initiator afterwards?

24: . . . actions can be performed on your internal systems (e. g., through the
interface to the provider) which cannot be accounted to the initiator?

Perceived
Maintainability
Risk

25: . . . the service cannot be flexibly adapted to changes in business processes
or the internally used software?

26: . . . the business processes or the software on your side and the provider
side are incompatible?

27: . . . the offered service cannot be flexibly adapted to new technologies?

28: . . . it is difficult to import existing data into the provisioned application
type?

29: . . . the provider uses proprietary technologies or does not offer possibili-
ties to export data and thereby hampers the switch to another provider?

30: . . . the provider insufficiently maintains the service and possibly realizes
few improvements or does not further develop the software?

31: . . . the provider rolls out unfavorably timed updates and therefore, e. g.,
used functionalities are dropped?
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A.6 Survey Questionnaire

 

  Seite: 1/7 

1. Teilnehmer- und Unternehmensprofil 

Bitte nennen Sie Ihre Position (oder Tätigkeitsbezeichnung) in 
Ihrem Unternehmen. 

____________________________________________________ 

 

In welcher Branche ist Ihr Unternehmen hauptsächlich aktiv? ____________________________________________________ 
 

Wie viele Mitarbeiter beschäftigt Ihr Unternehmen ca.? _____________   Mitarbeiter 
 

Wie hoch ist der Umsatz Ihres Unternehmens ca.? _____________   Mio. EUR 

Wie viele Jahre arbeiten Sie bereits in Ihrem Bereich  
(ggf. auch in anderen Unternehmen)? ________   Jahre�
In wie viele Auswahlentscheidungen von Software/ 
Anwendungssystemen waren Sie bisher grob geschätzt involviert? ________   Auswahlentscheidungen 
 

2. Cloud Computing-Anwendungstyp 

Auf welchen der folgenden Anwendungstypen möchten Sie sich im Folgenden bei der Einschätzung der IT-Sicherheitsrisiken 
beziehen? Bitte kreuzen Sie genau einen der folgenden Anwendungstypen an. 

Dies könnte z.{B. der Cloud Computing-Anwendungstyp sein, der für Ihr Unternehmen am ehesten in Frage kommt. Unter Cloud 
Computing verstehen wir die Nutzung von Applikationen, Entwicklungsplattformen, Speicherplatz oder Rechenleistung, die über 
das Internet angeboten und bezogen werden. Hierbei möchten wir uns auf das sogenannte „Public Cloud Computing“ beschränken, 
bei dem der Anwendungstyp von einem externen Drittanbieter angeboten wird. 

� 
Kommunikations- und Kollaborations-Applikationen (z.{B. Lotus Live) 

� 
Customer Relationship Management (CRM) Applikationen (z.{B. Salesforce) 

� 
Content Management Systeme (CMS) (z.{B. SpringCM, Sitecore) 

� 
Office Anwendungen (z.{B. Google Docs, Zoho Writer) 

� 
Enterprise Resource Planning (ERP) Applikationen (z.{B. SAP Business ByDesign) 

� 
Entwicklungs- & Ausführungsumgebung für selbsterstellte Programme (z.{B. Google App Engine, Microsoft Azure, Force.com) 

� 
Online-Speicherplatz (z.{B. Dropbox, Amazon S3, Online-Festplatten) 

� 
Rechenleistung auf virtuellen Servern (z.{B. Amazon EC2, GoGrid) 

� Anderer Anwendungstyp: _________________________________________________________________________ 

 

Inwieweit stimmen Sie der folgenden Aussage zu? 

 

stimme 
überhaupt 
nicht zu 

stimme 
nicht zu 

stimme 
eher nicht 

zu neutral 
stimme 
eher zu stimme zu 

stimme 
voll und 
ganz zu 

Ich bin direkt verantwortlich für die Auswahlentscheidung des 
gewählten Anwendungstyps. �� � � � � � � 

Unser Unternehmen hat sich bereits sehr intensiv mit dem Thema 
Cloud Computing auseinandergesetzt. �� � � � � � � 

 

3. Allgemeine Einschätzung von Cloud Computing 

Inwieweit stimmen Sie, bezogen auf den gewählten 
Anwendungstyp, den folgenden Aussagen zu? 

stimme 
überhaupt 
nicht zu 

stimme 
nicht zu 

stimme 
eher nicht 

zu neutral 
stimme 
eher zu stimme zu 

stimme 
voll und 
ganz zu 

Falls ein ausgezeichnetes Angebot vorliegt, sollte in dem Bereich, 
für den ich verantwortlich bin, eine Cloud Computing-Lösung 
eingesetzt werden. 

�� � � � � � � 

Unser Unternehmen sollte mehr auf Cloud Computing setzen als 
bisher. � � � � � � � 

Ich würde eine Umstellung auf Cloud Computing-Lösungen in 
dem Bereich, für den ich verantwortlich bin, unterstützen. � � � � � � � 

Figure A.1 Survey Questionnaire - Page 1 of 7
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  Seite: 2/7 

Inwieweit stimmen Sie, bezogen auf den gewählten 
Anwendungstyp, den folgenden Aussagen zu? 

stimme 
überhaupt 
nicht zu 

stimme 
nicht zu 

stimme 
eher nicht 

zu neutral 
stimme 
eher zu stimme zu 

stimme 
voll und 
ganz zu 

Der Bezug von Cloud Computing-Lösungen ist mit hohen Risiken 
verbunden. �� � � � � � � 

Das Risiko ist hoch, dass erhoffte Einsparungen (erzielt durch die 
Umstellung auf Cloud Computing) ausbleiben. � � � � � � � 

Insgesamt sehe ich den Bezug von Cloud Computing-Lösungen als 
gefährlich an. � � � � � � � 

 � � � � � � �
Der Bezug von Cloud Computing-Lösungen hat viele Vorteile. �� � � � � � � 

Der Bezug von Cloud Computing-Lösungen ist ein nützliches 
Instrument zur Senkung der operativen Kosten in unserem 
Unternehmen. 

� � � � � � � 

Insgesamt sehe ich den Einsatz von Cloud Computing als eine 
zweckdienliche strategische Option an. � � � � � � � 

 
 
 

4. Intensität heutiger und zukünftiger Nutzung 

Welchen Anteil des IT-Budgets für den gewählten Anwendungstyp investieren Sie in Cloud Computing? 

Jahr 2011 
(geschätzt in %): 

 

________ % 

 Jahr 2014 
(geschätzt in %): 

 

________ % 

 

Inwieweit nutzen Sie Cloud Computing für den 
Bezug des gewählten Anwendungstyps? überhaupt 

nicht 
fast 

nicht eher nicht neutral 
eher 

schon viel 
voll und 

ganz 

Jahr 2011 �� � � � � � � 

Jahr 2014 � � � � � � � 

 

 

Alles in allem bewertet unser Unternehmen den Bezug des gewählten Anwendungstyps über ein Cloud Computing-Modell als: 

negativ �� � � � � � � positiv 

schädlich � � � � � � � nutzenstiftend 

unwichtig � � � � � � � wichtig 

 

 

Personen (z.�B. Experten) oder Gruppen (z.�B. Branchenverbände), deren Meinung uns wichtig ist, bewerten den Bezug des 
gewählten Anwendungstyps über ein Cloud Computing-Modell als: 

negativ �� � � � � � � positiv 

schädlich � � � � � � � nutzenstiftend 

unwichtig � � � � � � � wichtig 
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5. Verfügbarkeits-Risiken 

Bitte bewerten Sie, bezogen auf den gewählten Anwendungstyp, folgende Risiken aus dem Bereich Verfügbarkeit. Hierunter 
verstehen wir, dass der Zugriff auf das Angebot und die Daten zu jedem (vom Kunden gewünschten) Zeitpunkt möglich ist. In die 
Bewertung eines Risikos sollten sowohl Eintrittswahrscheinlichkeit des Ereignisses als auch dessen negativen Auswirkungen, wie 
etwa die potentiellen Schäden, einfließen. 

Wie bewertet Ihr Unternehmen im Zuge der Nutzung 
von Cloud Computing das Risiko, dass … 

überhaupt 
nicht 

riskant 
nicht 

riskant 

eher 
nicht 

riskant 
indiff-
erent 

eher 
riskant riskant 

überaus 
riskant 

… die Bereitstellung des Angebots eingestellt wird, z.{B. aufgrund 
einer Insolvenz des Anbieters? �� � � � � � � 

… es zu ungewollten Ausfällen und damit verbundener Downtime 
kommt, z.{B. aufgrund von technischen Fehlern und 
Systemabstürzen? 

� � � � � � � 

… bewusste Angriffe durchführt werden, die das Angebot 
arbeitsunfähig machen (sogenannte Denial-of-Service-Angriffe)? � � � � � � � 

… Sie sich nicht mehr bei dem Angebot anmelden können und 
deswegen den Zugriff auf Ihre Daten verlieren? � � � � � � � 

… es auf Anbieterseite zu Datenverlusten kommt und sich die 
Daten evtl. nicht wiederherstellen lassen? � � � � � � � 

… (z.{B. während des Datentransfers zum Anbieter) die 
Verfügbarkeit Ihrer internen Systeme beeinträchtigt wird? � � � � � � � 

 

Bitte vervollständigen Sie die folgende Aussage: In Bezug auf die Verfügbarkeit Ihrer Systeme und Daten wäre es für Ihr 
Unternehmen …, Cloud Computing zu nutzen. 

überhaupt nicht riskant �� � � � � � � überaus riskant 

überhaupt nicht gefährlich � � � � � � � überaus gefährlich 

mit sehr geringen
Unsicherheiten verbunden � � � � � � � 

mit sehr großen Unsicherheiten 
verbunden 

 

6. Vertraulichkeits-Risiken 

Bitte bewerten Sie, bezogen auf den gewählten Anwendungstyp, folgende Risiken aus dem Bereich Vertraulichkeit. Hierunter 
verstehen wir, dass Daten ausschließlich von autorisierten Benutzern gelesen werden. 

Wie bewertet Ihr Unternehmen im Zuge der Nutzung 
von Cloud Computing das Risiko, dass … 

überhaupt 
nicht 

riskant 
nicht 

riskant 

eher 
nicht 

riskant 
indiff-
erent 

eher 
riskant riskant 

überaus 
riskant 

… Ihre Daten während der Übertragung von Unbefugten 
abgehört werden? �� � � � � � � 

… Ihre Daten auf Anbieterseite von Unbefugten eingesehen 
werden? � � � � � � � 

… Ihre Daten, aufgrund der Weitergabe durch den Anbieter, in 
die Hände von unbefugten Dritten gelangen? � � � � � � � 

… Unbefugte (z.{B. durch Schwachstellen im Browser oder den 
Protokollen) Daten auf Ihren internen Systemen einsehen? � � � � � � � 

 

Bitte vervollständigen Sie die folgende Aussage: In Bezug auf die Vertraulichkeit Ihrer Systeme und Daten wäre es für Ihr 
Unternehmen …, Cloud Computing zu nutzen. 

überhaupt nicht riskant �� � � � � � � überaus riskant 

überhaupt nicht gefährlich � � � � � � � überaus gefährlich 

mit sehr geringen 
Unsicherheiten verbunden � � � � � � � 

mit sehr großen Unsicherheiten 
verbunden 
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7. Integritäts-Risiken 

Bitte bewerten Sie, bezogen auf den gewählten Anwendungstyp, folgende Risiken aus dem Bereich Integrität. Hierunter verstehen 
wir, dass Daten nicht von Unbefugten verändert, z.{B. manipuliert, werden. 

Wie bewertet Ihr Unternehmen im Zuge der Nutzung 
von Cloud Computing das Risiko, dass … 

überhaupt 
nicht 

riskant 
nicht 

riskant 

eher 
nicht 

riskant 
indiff-
erent 

eher 
riskant riskant 

überaus 
riskant 

… Ihre Daten während der Übertragung manipuliert werden? �� � � � � � � 

… Ihre Daten beim Anbieter manipuliert werden? � � � � � � � 

… Ihre Daten während der Übertragung unbeabsichtigt verändert 
werden, z.{B. durch einen Netzwerkfehler? � � � � � � � 

… Ihre Daten beim Anbieter unbeabsichtigt verändert werden, 
z.{B. durch einen technischen Fehler? � � � � � � � 

… Unbefugte (z.{B. über die Schnittstelle zum Anbieter) Daten 
auf Ihren internen Systemen verändern? � � � � � � � 

 

Bitte vervollständigen Sie die folgende Aussage: In Bezug auf die Integrität Ihrer Systeme und Daten wäre es für Ihr 
Unternehmen …, Cloud Computing zu nutzen. 

überhaupt nicht riskant �� � � � � � � überaus riskant 

überhaupt nicht gefährlich � � � � � � � überaus gefährlich 

mit sehr geringen 
Unsicherheiten verbunden � � � � � � � 

mit sehr großen Unsicherheiten 
verbunden 

 

8. Leistungs-Risiken 

Bitte bewerten Sie, bezogen auf den gewählten Anwendungstyp, folgende Risiken aus dem Bereich Leistung. Hierunter verstehen 
wir, dass die Nutzung des Angebots und der Daten in der Geschwindigkeit erfolgen kann, die den Leistungsanforderungen der 
Kunden entspricht. 

Wie bewertet Ihr Unternehmen im Zuge der Nutzung 
von Cloud Computing das Risiko, dass … 

überhaupt 
nicht 

riskant 
nicht 

riskant 

eher 
nicht 

riskant 
indiff-
erent 

eher 
riskant riskant 

überaus 
riskant 

… Geschwindigkeitsprobleme mit dem Netzwerk oder Internet 
auftreten, z.{B. hohe Antwortzeiten oder geringer 
Datendurchsatz? 

�� � � � � � � 

… die Leistung des Angebots nicht adäquat ist sobald sich die 
eigene oder auch die gesamte Nutzungsintensität des Angebots 
verändert (insbesondere ansteigt)? 

� � � � � � � 

… der Anbieter nach Vertragsabschluss bewusst geringere 
Leistungen anbietet als vor Vertragsabschluss dargestellt oder 
versprochen, und daher z.{B. die Geschwindigkeit oder der 
Durchsatz abnehmen? 

� � � � � � � 

… (z.{B. während des Datentransfers zum Anbieter) die 
Geschwindigkeit Ihrer internen Systeme beeinträchtigt wird? � � � � � � � 

 

Bitte vervollständigen Sie die folgende Aussage: In Bezug auf die Leistung Ihrer Systeme und Daten wäre es für Ihr 
Unternehmen …, Cloud Computing zu nutzen. 

überhaupt nicht riskant �� � � � � � � überaus riskant 

überhaupt nicht gefährlich � � � � � � � überaus gefährlich 

mit sehr geringen 
Unsicherheiten verbunden � � � � � � � 

mit sehr großen Unsicherheiten 
verbunden 
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9. Anpassbarkeits- und Wartungs-Risiken 

Bitte bewerten Sie, bezogen auf den gewählten Anwendungstyp, folgende Risiken aus dem Bereich Anpassbarkeit und Wartung. 
Hierunter verstehen wir, dass Anpassungen des Angebots an eigene bzw. geänderte Anforderungen möglich und Wartung sowie 
Support gewährleistet sind. 

Wie bewertet Ihr Unternehmen im Zuge der Nutzung 
von Cloud Computing das Risiko, dass … 

überhaupt 
nicht 

riskant 
nicht 

riskant 

eher 
nicht 

riskant 
indiff-
erent 

eher 
riskant riskant 

überaus 
riskant 

… das Angebot nicht flexibel an Änderungen der 
Geschäftsprozesse oder der intern genutzten Software angepasst 
werden kann? 

�� � � � � � � 

… die Geschäftsprozesse oder Software auf Ihrer und 
Anbieterseite inkompatibel sind? � � � � � � � 

… das Angebot nicht flexibel an neue Technologien angepasst 
werden kann? � � � � � � � 

… es schwer ist, bestehende Daten in das Angebot zu importieren? � � � � � � � 

… der Anbieter proprietäre Technologien einsetzt und dadurch 
einen Anbieterwechsel behindert, bzw. keine Möglichkeit 
vorsieht, um Daten zu exportieren? 

� � � � � � � 

… der Anbieter nicht ausreichend Wartung leistet und evtl. wenige 
Verbesserungen umsetzt bzw. die Software nicht weiterentwickelt? � � � � � � � 

… der Anbieter Updates zu einem ungünstigen Zeitpunkt einspielt 
und beispielsweise deswegen genutzte Funktionen entfallen? � � � � � � � 

 

Bitte vervollständigen Sie die folgende Aussage: In Bezug auf die Anpassbarkeit und Wartung Ihrer Systeme und Daten wäre 
es für Ihr Unternehmen …, Cloud Computing zu nutzen. 

überhaupt nicht riskant �� � � � � � � überaus riskant 

überhaupt nicht gefährlich � � � � � � � überaus gefährlich 

mit sehr geringen 
Unsicherheiten verbunden � � � � � � � 

mit sehr großen Unsicherheiten 
verbunden 

 

10. Zurechenbarkeits-Risiken 

Bitte bewerten Sie, bezogen auf den gewählten Anwendungstyp, folgende Risiken aus dem Bereich Zurechenbarkeit. Hierunter 
verstehen wir, dass Authentifizierungsmechanismen nicht umgangen werden können und Aktionen im Rahmen der Nutzung des 
Angebots und der Daten identifizierbaren Benutzern eindeutig zugeordnet werden können. 

Wie bewertet Ihr Unternehmen im Zuge der Nutzung 
von Cloud Computing das Risiko, dass … 

überhaupt 
nicht 

riskant 
nicht 

riskant 

eher 
nicht 

riskant 
indiff-
erent 

eher 
riskant riskant 

überaus 
riskant 

… nach dem Diebstahl Ihrer Anmeldedaten, Angreifer unter 
Ihrem Namen Aktionen im System durchführen? �� � � � � � � 

… die Benutzer, die sich ein System teilen, nicht ausreichend 
voneinander getrennt sind und so im Namen eines anderen 
Kunden Aktionen durchführen können? 

� � � � � � � 

… durchgeführte Aktionen (im Rahmen Ihrer Nutzung, aber auch 
durch Angreifer) nur unzureichend protokolliert werden, so dass 
sie im Nachhinein nicht mehr den Verursachern zurechenbar sind?

� � � � � � � 

… ohne individuelle Autorisation (z.{B. durch persönlichen Benut-
zernamen und Passwort) auf das System zugegriffen wird und so 
Aktionen den Verursachern nicht zugeordnet werden können? 

� � � � � � � 

… (z.{B. über die Schnittstelle zum Anbieter) Aktionen an Ihren 
internen Systemen durchgeführt werden, die keinem Verursacher 
zurechenbar sind? 

� � � � � � � 
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Bitte vervollständigen Sie die folgenden Aussage: In Bezug auf die Zurechenbarkeit der Nutzung Ihrer Systeme und Daten 
wäre es für Ihr Unternehmen …, Cloud Computing zu nutzen. 

überhaupt nicht riskant �� � � � � � � überaus riskant 

überhaupt nicht gefährlich � � � � � � � überaus gefährlich 

mit sehr geringen 
Unsicherheiten verbunden � � � � � � � 

mit sehr großen Unsicherheiten 
verbunden 

 

11. IT-Sicherheitsrisiken von Cloud Computing im Allgemeinen 

Bitte vervollständigen Sie die folgenden Aussagen zu IT-Sicherheitsrisiken im Allgemeinen beim Bezug des gewählten 
Anwendungstyps im Rahmen von Cloud Computing, zusammenfassend unter Berücksichtigung aller Faktoren, die die Sicherheit 
Ihrer IT betreffen. 

Für unsere allgemeine IT-Sicherheit wäre es …, Cloud Computing zu nutzen. 

überhaupt nicht riskant �� � � � � � � überaus riskant 

überhaupt nicht gefährlich � � � � � � � überaus gefährlich 

mit sehr geringen 
Unsicherheiten verbunden � � � � � � � 

mit sehr großen Unsicherheiten 
verbunden 

mit überaus geringen 
Bedrohungen verbunden � � � � � � � 

mit überaus großen 
Bedrohungen verbunden 

 

Inwieweit stimmen Sie, bezogen auf den gewählten 
Anwendungstyp, den folgenden Aussagen zu? 

stimme 
überhaupt 
nicht zu 

stimme 
nicht zu 

stimme 
eher nicht 

zu neutral 
stimme 
eher zu stimme zu 

stimme 
voll und 
ganz zu 

Die Schnittstelle zum Cloud Computing-Anbieter ist ein großes IT-
Sicherheitsrisiko für unsere internen Systeme. �� � � � � � � 

Der gewählte Anwendungstyp ist für unser Unternehmen 
geschäftskritisch. � � � � � � � 

Die Nutzung von Cloud Computing für den Bezug des gewählten 
Anwendungstyps setzt unser Unternehmen keinen IT-
Sicherheitsrisiken aus. 

� � � � � � � 

Die von unserem Unternehmen genutzte Anwendung des 
gewählten Typs ist groß und komplex. � � � � � � � 

 

12. Selbsteinstufungen des Unternehmens 

Beantworten Sie die folgenden Fragen bitte so, dass Sie die Perspektive Ihres Unternehmens möglichst gut wiedergeben. 

Inwieweit stimmen Sie den folgenden Aussagen zu? stimme 
überhaupt 
nicht zu 

stimme 
nicht zu 

stimme 
eher nicht 

zu neutral 
stimme 
eher zu stimme zu 

stimme 
voll und 
ganz zu 

Wenn unser Unternehmen von einer neuen Technologie erfährt, 
suchen wir nach Möglichkeiten, mit ihr zu experimentieren. �� � � � � � � 

Verglichen mit anderen Unternehmen aus unserer Branche ist 
unser Unternehmen meistens das Erste, welches neue 
Technologien ausprobiert. 

� � � � � � � 

Unser Unternehmen testet regelmäßig neue Technologien. � � � � � � � 

 

Inwieweit stimmen Sie den folgenden Aussagen zu? stimme 
überhaupt 
nicht zu 

stimme 
nicht zu 

stimme 
eher nicht 

zu neutral 
stimme 
eher zu stimme zu 

stimme 
voll und 
ganz zu 

Das wesentliche Ziel unserer Unternehmensstrategie ist die 
Erhöhung der Qualität unseres Kundenservices. �� � � � � � � 

Figure A.6 Survey Questionnaire - Page 6 of 7



A.6 Survey Questionnaire 173

 

  Seite: 7/7 

Inwieweit stimmen Sie den folgenden Aussagen zu? stimme 
überhaupt 
nicht zu 

stimme 
nicht zu 

stimme 
eher nicht 

zu neutral 
stimme 
eher zu stimme zu 

stimme 
voll und 
ganz zu 

Meine Ansprüche und Wünsche werden bei der Planung des 
Mitarbeiter-Bonus-Programms miteinbezogen. � � � � � � � 

Ein spezialisierter Anbieter für den gewählten Anwendungstyp 
kann die Gesamtheit der Risiken besser kontrollieren als unser 
Unternehmen es bei einem internen Betrieb der Anwendung 
könnte. 

� � � � � � � 

 

Inwieweit stimmen Sie den folgenden Aussagen zu? stimme 
überhaupt 
nicht zu 

stimme 
nicht zu 

stimme 
eher nicht 

zu neutral 
stimme 
eher zu stimme zu 

stimme 
voll und 
ganz zu 

Unser Unternehmen ist bereit, für eine größere Belohnung auch 
größere Risiken in Kauf zu nehmen. �� � � � � � � 

Unser Unternehmen mag es, Risiken einzugehen, obwohl es dabei 
scheitern könnte. � � � � � � � 

Unser Unternehmen setzt ein Vorhaben am liebsten dann um, 
wenn ganz sicher ist, dass es erfolgreich sein wird. � � � � � � � 

Unser Unternehmen bevorzugt einen getesteten und bewährten 
Ansatz gegenüber einem neuen Konzept, obwohl das neue Kon-
zept unter Umständen zu einem besseren Ergebnis führen könnte. 

� � � � � � � 

 
 

13. (Optional) Individueller Ergebnisbericht und Gewinnspiel 

Als Dankeschön verlosen wir unter allen Teilnehmern ein Apple iPad 2. Zudem stellen wir Ihnen gerne einen individuellen 
Ergebnisbericht zur Verfügung. Die folgenden Fragen sind optional und Ihre Antworten werden nicht mit den vorherigen Antworten 
in Verbindung gebracht. Unsere klaren Datenschutzbestimmungen finden Sie unter http://www.is.tu-darmstadt.de/cloudrisiken/.  

Wenn Sie an der Verlosung eines Apple iPad 2 teilnehmen 
möchten, geben Sie bitte Ihre E-Mail-Adresse an: ____________________________________________________ 

Wenn Sie einen Ergebnisbericht dieser Studie erhalten möchten, 
geben Sie bitte Ihre E-Mail-Adresse an: ____________________________________________________ 
 

Falls Sie Fragen oder Anregungen bezüglich der Umfrage haben, können Sie uns diese gerne hier mitteilen: 

 

 

 

 

 

 
Herzlichen Dank für Ihre Teilnahme 

Den ausgefüllten Fragebogen können Sie entweder per Post im beigefügten Rückumschlag, per Fax oder per E-Mail an uns 
zurücksenden: 

Post: TU Darmstadt – CASED 
Prof. Dr. Peter Buxmann 
Mornewegstr. 32 
64293 Darmstadt 

Fax: 06151 16 4825 

E-Mail: peter.buxmann@is.tu-darmstadt.de 

Onlineumfrage: http://www.is.tu-darmstadt.de/cloudrisiken/ 
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A.7 Descriptive Sample Characteristics

Table A.12 Descriptive Sample Characteristics – Formative Indicators

Indicator N Mean Median St. Dev. Var. Min. Max.

1 368 4.707 5 1.447 2.093 1 7

2 368 5.231 6 1.446 2.091 2 7

3 368 5.063 5 1.496 2.239 1 7

4 368 5.046 5 1.422 2.022 1 7

5 362 3.818 4 1.374 1.889 1 7

6 362 3.845 4 1.467 2.153 1 7

7 362 3.776 4 1.473 2.169 1 7

8 362 4.083 4 1.452 2.109 1 7

9 362 4.177 4 1.463 2.140 1 7

10 373 4.622 5 1.470 2.160 1 7

11 373 4.796 5 1.450 2.104 2 7

12 373 5.252 5 1.344 1.807 1 7

13 373 4.590 5 1.505 2.264 1 7

14 373 4.365 5 1.633 2.668 1 7

15 373 4.080 4 1.534 2.354 1 7

16 361 4.889 5 1.388 1.927 1 7

17 361 4.294 4 1.347 1.814 1 7

18 361 3.981 4 1.425 2.030 1 7

19 361 3.845 4 1.462 2.137 1 7

20 356 5.289 5 1.325 1.755 1 7

21 356 4.011 4 1.535 2.355 1 7

22 356 4.669 5 1.431 2.048 1 7

23 356 4.272 5 1.469 2.159 1 7

24 356 4.430 5 1.512 2.285 1 7

25 357 4.459 5 1.446 2.092 1 7

26 357 4.162 4 1.505 2.266 1 7

27 357 3.944 4 1.413 1.997 1 7

28 357 3.894 4 1.428 2.039 1 7

29 357 4.630 5 1.589 2.526 1 7

30 357 4.028 4 1.361 1.853 1 7

31 357 4.140 4 1.498 2.244 1 7
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Table A.13 Descriptive Sample Characteristics – Reflective Indicators

Indicator N Mean Median St. Dev. Var. Min. Max.

Conf1 368 5.405 6 1.262 1.593 2 7

Conf2 368 5.272 5 1.282 1.643 2 7

Inte1 362 4.646 5 1.387 1.924 1 7

Inte2 362 4.608 5 1.405 1.973 1 7

Avai1 373 4.928 5 1.409 1.987 1 7

Avai2 373 4.802 5 1.414 1.998 1 7

Perf1 361 4.548 5 1.376 1.893 1 7

Perf2 361 4.548 5 1.420 2.015 1 7

Acco1 356 4.795 5 1.249 1.561 1 7

Acco2 356 4.798 5 1.258 1.582 1 7

Main1 357 4.485 5 1.379 1.902 1 7

Main2 357 4.473 5 1.409 1.986 1 7

PITSR1 356 5.006 5 1.254 1.572 1 7

PITSR2 356 5.048 5 1.240 1.539 1 7

PITSR3 356 4.823 5 1.217 1.481 1 7

PNU1 354 5.291 5 1.236 1.527 1 7

PNU2 354 4.619 5 1.325 1.755 1 7

PNU3 354 4.763 5 1.477 2.181 1 7

PPU1 354 4.370 4 1.265 1.599 1 7

PPU2 354 4.110 4 1.322 1.747 1 7

PPU3 354 4.285 4 1.471 2.165 1 7

IIA1 354 3.528 3 1.629 2.652 1 7

IIA2 354 3.150 3 1.556 2.422 1 7

IIA3 354 3.458 3 1.695 2.872 1 7
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Figure A.9 Results for the Nomological Measurement Model
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